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Preface

According to the original definition of mechatronics proposed by the Yasakawa Electric Company and
the definitions that have appeared since, many of the engineering products designed and manufactured
in the last 25 years integrating mechanical and electrical systems can be classified as mechatronic systems.
Yet many of the engineers and researchers responsible for those products were never formally trained in
mechatronics per se. The Mechatronics Handbook can serve as a reference resource for those very same
design engineers to help connect their everyday experience in design with the vibrant field of mecha-
tronics. More generally, this handbook is intended for use in research and development departments in
academia, government, and industry, and as a reference source in university libraries. It can also be used
as a resource for scholars interested in understanding and explaining the engineering design process. As
the historical divisions between the various branches of engineering and computer science become less
clearly defined, we may well find that the mechatronics specialty provides a roadmap for nontraditional
engineering students studying within the traditional structure of most engineering colleges. It is evident
that there is an expansion of mechatronics laboratories and classes in the university environment world-
wide. This fact is reflected in the list of contributors to this handbook, including an international group
of 88 academicians and engineers representing 13 countries. It is hoped that the Mechatronics Handbook
can serve the world community as the definitive reference source in mechatronics.

Organization

The Mechatronics Handbook is a collection of 50 PhysicaliSystem Modeling

chapters covering the key elements of mechatronics:

Physical Systems Modeling
Sensors and Actuators

Signals and Systems
Computers and Logic Systems
Software and Data Acquisition

Sensors and Actuators

Signals and Systems

o0 T

Computers and
Logic Systems

Software and
Data Acquisition

Section One - Overview of Mechatronics
In the opening section, the general subject of
mechatronics is defined and organized. The chapters are overview in nature and are intended to provide
an introduction to the key elements of mechatronics. For readers interested in education issues related
to mechatronics, this first section concludes with a discussion on new directions in the mechatronics
engineering curriculum. The chapters, listed in order of appearance, are:

1. What is Mechatronics?
2. Mechatronic Design Approach
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System Interfacing, Instrumentation and Control Systems
Microprocessor-Based Controllers and Microelectronics
An Introduction to Micro- and Nanotechnology

AR N

Mechatronics: New Directions in Nano-, Micro-, and Mini-Scale Electromechanical Systems
Design, and Engineering Curriculum Development

Section Two — Physical System Modeling

The underlying mechanical and electrical mathematical models comprising most mechatronic systems
are presented in this section. The discussion is intended to provide a detailed description of the process
of physical system modeling, including topics on structures and materials, fluid systems, electrical systems,
thermodynamic systems, rotational and translational systems, modeling issues associated with MEMS,
and the physical basis of analogies in system models. The chapters, listed in order of appearance, are:

7. Modeling Electromechanical Systems
8. Structures and Materials
9. Modeling of Mechanical Systems for Mechatronics Applications
10. Fluid Power Systems
11. Electrical Engineering
12. Engineering Thermodynamics
13. Modeling and Simulation for MEMS
14. Rotational and Translational Microelectromechanical Systems: MEMS Synthesis, Microfabrica-
tion, Analysis, and Optimization
15. The Physical Basis of Analogies in Physical System Models

Section Three — Sensors and Actuators

The basics of sensors and actuators are introduced in the third section. This section begins with chapters
on the important subject of time and frequency and on the subject of sensor and actuator characteristics.
The remainder of the section is subdivided into two categories: sensors and actuators. The chapters
include both the fundamental physical relationships and mathematical models associated with the sensor
and actuator technologies. The chapters, listed in order of appearance, are:

16. Introduction to Sensors and Actuators
17. Fundamentals of Time and Frequency
18. Sensor and Actuator Characteristics
19. Sensors
19.1 Linear and Rotational Sensors
19.2 Acceleration Sensors
19.3 Force Measurement
19.4 Torque and Power Measurement
19.5 Flow Measurement
19.6 Temperature Measurements
19.7 Distance Measuring and Proximity Sensors
19.8 Light Detection, Image, and Vision Systems
19.9 Integrated Micro-sensors
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20. Actuators
20.1 Electro-mechanical Actuators
20.2 Electrical Machines
20.3 Piezoelectric Actuators
20.4 Hydraulic and Pneumatic Actuation Systems
20.5 MEMS: Microtransducers Analysis, Design and Fabrication

Section Four - Systems and Controls

An overview of signals and systems is presented in this fourth section. Since there is a significant body
of readily-available material to the reader on the general subject of signals and systems, there is not an
overriding need to repeat that material here. Instead, the goal of this section is to present the relevant
aspects of signals and systems of special importance to the study of mechatronics. The section begins
with articles on the role of control in mechatronics and on the role of modeling in mechatronic design.
These chapters set the stage for the more fundamental discussions on signals and systems comprising
the bulk of the material in this section. Modern aspects of control design using optimization techniques
from H? theory, adaptive and nonlinear control, neural networks and fuzzy systems are also included as
they play an important role in modern engineering system design. The section concludes with a chapter
on design optimization for mechatronic systems. The chapters, listed in order of appearance, are:

21. The Role of Controls in Mechatronics
22. The Role of Modeling in Mechatronics Design
23. Signals and Systems
23.1 Continuous- and Discrete-time Signals
23.2 Z Transforms and Digital Systems
23.3 Continuous- and Discrete-time State-space Models
23.4 Transfer Functions and Laplace Transforms
24. State Space Analysis and System Properties
25. Response of Dynamic Systems
26. Root Locus Method
27. Frequency Response Methods
28. Kalman Filters as Dynamic System State Observers
29. Digital Signal Processing for Mechatronic Applications
30. Control System Design Via H> Optimization
31. Adaptive and Nonlinear Control Design
32. Neural Networks and Fuzzy Systems
33. Advanced Control of an Electrohydraulic Axis
34. Design Optimization of Mechatronic Systems

Section Five — Computers and Logic Systems

The development of the computer, and then the microcomputer, embedded computers, and associated
information technologies and software advances, has impacted the world in a profound manner. This is
especially true in mechatronics where the integration of computers with electromechanical systems has
led to a new generation of smart products. The future is filled with promise of better and more intelligent
products resulting from continued improvements in computer technology and software engineering. The
last two sections of the Mechatronics Handbook are devoted to the topics of computers and software. In
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this fifth section, the focus is on computer hardware and associated issues of logic, communication,
networking, architecture, fault analysis, embedded computers, and programmable logic controllers. The
chapters, listed in order of appearance, are:

35. Introduction to Computers and Logic Systems

36. Logic Concepts and Design

37. System Interfaces

38. Communication and Computer Networks

39. Fault Analysis in Mechatronic Systems

40. Logic System Design

41. Synchronous and Asynchronous Sequential Systems

42. Architecture

43. Control with Embedded Computers and Programmable Logic Controllers

Section Six — Software and Data Acquisition

Given that computers play a central role in modern mechatronics products, it is very important to
understand how data is acquired and how it makes its way into the computer for processing and logging.
The final section of the Mechatronics Handbook is devoted to the issues surrounding computer software
and data acquisition. The chapters, listed in order of appearance, are:

44. Introduction to Data Acquisition

45. Measurement Techniques: Sensors and Transducers
46. A/D and D/A Conversion

47. Signal Conditioning

48. Computer-Based Instrumentation Systems

49. Software Design and Development

50. Data Recording and Logging
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What is Mechatronics?

1.1  Basic Definitions
Robert H. Bisho 1.2 Key Elements of Mechatronics
) P 1.3 Historical Perspective

1.4 The Development of the Automobile
M. K. Ramasubramanian as a Mechatronic System
North Carolina State University 1.5 What is Mechatronics? And What’s Next?

The University of Texas at Austin

Mechatronics is a natural stage in the evolutionary process of modern engineering design. The develop-
ment of the computer, and then the microcomputer, embedded computers, and associated information
technologies and software advances, made mechatronics an imperative in the latter part of the twentieth
century. Standing at the threshold of the twenty-first century, with expected advances in integrated bio-
electro-mechanical systems, quantum computers, nano- and pico-systems, and other unforeseen devel-
opments, the future of mechatronics is full of potential and bright possibilities.

1.1 Basic Definitions

The definition of mechatronics has evolved since the original definition by the Yasakawa Electric Com-
pany. In trademark application documents, Yasakawa defined mechatronics in this way [1,2]:

The word, mechatronics, is composed of “mecha” from mechanism and the “tronics” from electronics.
In other words, technologies and developed products will be incorporating electronics more and more
into mechanisms, intimately and organically, and making it impossible to tell where one ends and the
other begins.

The definition of mechatronics continued to evolve after Yasakawa suggested the original definition. One
oft quoted definition of mechatronics was presented by Harashima, Tomizuka, and Fukada in 1996 [3].
In their words, mechatronics is defined as

the synergistic integration of mechanical engineering, with electronics and intelligent computer control
in the design and manufacturing of industrial products and processes.

That same year, another definition was suggested by Auslander and Kempf [4]:

Mechatronics is the application of complex decision making to the operation of physical systems.
Yet another definition due to Shetty and Kolk appeared in 1997 [5]:

Mechatronics is a methodology used for the optimal design of electromechanical products.
More recently, we find the suggestion by W. Bolton [6]:

A mechatronic system is not just a marriage of electrical and mechanical systems and is more than
just a control system; it is a complete integration of all of them.
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All of these definitions and statements about mechatronics are accurate and informative, yet each one
in and of itself fails to capture the totality of mechatronics. Despite continuing efforts to define mecha-
tronics, to classify mechatronic products, and to develop a standard mechatronics curriculum, a consensus
opinion on an all-encompassing description of “what is mechatronics” eludes us. This lack of consensus
is a healthy sign. It says that the field is alive, that it is a youthful subject. Even without an unarguably
definitive description of mechatronics, engineers understand from the definitions given above and from
their own personal experiences the essence of the philosophy of mechatronics.

For many practicing engineers on the front line of engineering design, mechatronics is nothing new.
Many engineering products of the last 25 years integrated mechanical, electrical, and computer systems,
yet were designed by engineers that were never formally trained in mechatronics per se. It appears that
modern concurrent engineering design practices, now formally viewed as part of the mechatronics
specialty, are natural design processes. What is evident is that the study of mechatronics provides a
mechanism for scholars interested in understanding and explaining the engineering design process to
define, classify, organize, and integrate many aspects of product design into a coherent package. As the
historical divisions between mechanical, electrical, aerospace, chemical, civil, and computer engineering
become less clearly defined, we should take comfort in the existence of mechatronics as a field of study
in academia. The mechatronics specialty provides an educational path, that is, a roadmap, for engineering
students studying within the traditional structure of most engineering colleges. Mechatronics is generally
recognized worldwide as a vibrant area of study. Undergraduate and graduate programs in mechatronic
engineering are now offered in many universities. Refereed journals are being published and dedicated
conferences are being organized and are generally highly attended.

It should be understood that mechatronics is not just a convenient structure for investigative studies
by academicians; it is a way of life in modern engineering practice. The introduction of the microprocessor
in the early 1980s and the ever increasing desired performance to cost ratio revolutionized the paradigm
of engineering design. The number of new products being developed at the intersection of traditional
disciplines of engineering, computer science, and the natural sciences is ever increasing. New develop-
ments in these traditional disciplines are being absorbed into mechatronics design at an ever increasing
pace. The ongoing information technology revolution, advances in wireless communication, smart sen-
sors design (enabled by MEMS technology), and embedded systems engineering ensures that the engi-
neering design paradigm will continue to evolve in the early twenty-first century.

1.2 Key Elements of Mechatronics

The study of mechatronic systems can be divided into the following areas of specialty:

Physical Systems Modeling
Sensors and Actuators

Signals and Systems
Computers and Logic Systems
Software and Data Acquisition

ANl o

The key elements of mechatronics are illustrated in Fig. 1.1. As the field of mechatronics continues to
mature, the list of relevant topics associated with the area will most certainly expand and evolve.

1.3 Historical Perspective

Attempts to construct automated mechanical systems has an interesting history. Actually, the term “auto-
mation” was not popularized until the 1940s when it was coined by the Ford Motor Company to denote
a process in which a machine transferred a sub-assembly item from one station to another and then
positioned the item precisely for additional assembly operations. But successful development of automated
mechanical systems occurred long before then. For example, early applications of automatic control
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FIGURE 1.1 The key elements of mechatronics.

FIGURE 1.2 Water-level float regulator. (From Modern
Control Systems, 9th ed., R. C. Dorf and R. H. Bishop,
Prentice-Hall, 2001. Used with permission.)

systems appeared in Greece from 300 to 1 B.C. with the development of float regulator mechanisms [7].
Two important examples include the water clock of Ktesibios that used a float regulator, and an oil lamp
devised by Philon, which also used a float regulator to maintain a constant level of fuel oil. Later, in the
first century, Heron of Alexandria published a book entitled Pneumatica that described different types of
water-level mechanisms using float regulators.

In Europe and Russia, between seventeenth and nineteenth centuries, many important devices were
invented that would eventually contribute to mechatronics. Cornelis Drebbel (1572-1633) of Holland
devised the temperature regulator representing one of the first feedback systems of that era. Subsequently,
Dennis Papin (1647-1712) invented a pressure safety regulator for steam boilers in 1681. Papin’s pressure
regulator is similar to a modern-day pressure-cooker valve. The first mechanical calculating machine was
invented by Pascal in 1642 [8]. The first historical feedback system claimed by Russia was developed by
Polzunov in 1765 [9]. Polzunov’s water-level float regulator, illustrated in Fig. 1.2, employs a float that rises
and lowers in relation to the water level, thereby controlling the valve that covers the water inlet in the boiler.

Further evolution in automation was enabled by advancements in control theory traced back to the
Watt flyball governor of 1769. The flyball governor, illustrated in Fig. 1.3, was used to control the speed
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FIGURE 1.3 Watt’s flyball governor. (From Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-
Hall, 2001. Used with permission.)

of a steam engine [10]. Employing a measurement of the speed of the output shaft and utilizing the
motion of the flyball to control the valve, the amount of steam entering the engine is controlled. As the
speed of the engine increases, the metal spheres on the governor apparatus rise and extend away from
the shaft axis, thereby closing the valve. This is an example of a feedback control system where the
feedback signal and the control actuation are completely coupled in the mechanical hardware.

These early successful automation developments were achieved through intuition, application of practical
skills, and persistence. The next step in the evolution of automation required a theory of automatic control.
The precursor to the numerically controlled (NC) machines for automated manufacturing (to be developed
in the 1950s and 60s at MIT) appeared in the early 1800s with the invention of feed-forward control of
weaving looms by Joseph Jacquard of France. In the late 1800s, the subject now known as control theory
was initiated by J. C. Maxwell through analysis of the set of differential equations describing the flyball
governor [11]. Maxwell investigated the effect various system parameters had on the system performance.
At about the same time, Vyshnegradskii formulated a mathematical theory of regulators [12]. In the 1830s,
Michael Faraday described the law of induction that would form the basis of the electric motor and the
electric dynamo. Subsequently, in the late 1880s, Nikola Tesla invented the alternating-current induction
motor. The basic idea of controlling a mechanical system automatically was firmly established by the end
of 1800s. The evolution of automation would accelerate significantly in the twentieth century.

The development of pneumatic control elements in the 1930s matured to a point of finding applications
in the process industries. However, prior to 1940, the design of control systems remained an art generally
characterized by trial-and-error methods. During the 1940s, continued advances in mathematical and
analytical methods solidified the notion of control engineering as an independent engineering discipline.
In the United States, the development of the telephone system and electronic feedback amplifiers spurred
the use of feedback by Bode, Nyquist, and Black at Bell Telephone Laboratories [13—17]. The operation
of the feedback amplifiers was described in the frequency domain and the ensuing design and analysis
practices are now generally classified as “classical control.” During the same time period, control theory
was also developing in Russia and eastern Europe. Mathematicians and applied mechanicians in the
former Soviet Union dominated the field of controls and concentrated on time domain formulations
and differential equation models of systems. Further developments of time domain formulations using
state variable system representations occurred in the 1960s and led to design and analysis practices now
generally classified as “modern control.”

The World War II war effort led to further advances in the theory and practice of automatic control
in an effort to design and construct automatic airplane pilots, gun-positioning systems, radar antenna
control systems, and other military systems. The complexity and expected performance of these military
systems necessitated an extension of the available control techniques and fostered interest in control
systems and the development of new insights and methods. Frequency domain techniques continued to
dominate the field of controls following World War II, with the increased use of the Laplace transform,
and the use of the so-called s-plane methods, such as designing control systems using root locus.
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On the commercial side, driven by cost savings achieved through mass production, automation of
the production process was a high priority beginning in the 1940s. During the 1950s, the invention of
the cam, linkages, and chain drives became the major enabling technologies for the invention of new
products and high-speed precision manufacturing and assembly. Examples include textile and printing
machines, paper converting machinery, and sewing machines. High-volume precision manufacturing
became a reality during this period. The automated paperboard container-manufacturing machine
employs a sheet-fed process wherein the paperboard is cut into a fan shape to form the tapered sidewall,
and wrapped around a mandrel. The seam is then heat sealed and held until cured. Another sheet-fed
source of paperboard is used to cut out the plate to form the bottom of the paperboard container,
formed into a shallow dish through scoring and creasing operations in a die, and assembled to the cup
shell. The lower edge of the cup shell is bent inwards over the edge of the bottom plate sidewall, and
heat-sealed under high pressure to prevent leaks and provide a precisely level edge for standup. The
brim is formed on the top to provide a ring-on-shell structure to provide the stiffness needed for its
functionality. All of these operations are carried out while the work piece undergoes a precision transfer
from one turret to another and is then ejected. The production rate of a typical machine averages over
200 cups per minute. The automated paperboard container manufacturing did not involve any non-
mechanical system except an electric motor for driving the line shaft. These machines are typical of
paper converting and textile machinery and represent automated systems significantly more complex
than their predecessors.

The development of the microprocessor in the late 1960s led to early forms of computer control in
process and product design. Examples include numerically controlled (NC) machines and aircraft control
systems. Yet the manufacturing processes were still entirely mechanical in nature and the automation
and control systems were implemented only as an afterthought. The launch of Sputnik and the advent
of the space age provided yet another impetus to the continued development of controlled mechanical
systems. Missiles and space probes necessitated the development of complex, highly accurate control
systems. Furthermore, the need to minimize satellite mass (that is, to minimize the amount of fuel required
for the mission) while providing accurate control encouraged advancements in the important field of
optimal control. Time domain methods developed by Liapunov, Minorsky, and others, as well as the
theories of optimal control developed by L. S. Pontryagin in the former Soviet Union and R. Bellman in
the United States, were well matched with the increasing availability of high-speed computers and new
programming languages for scientific use.

Advancements in semiconductor and integrated circuits manufacturing led to the development of a
new class of products that incorporated mechanical and electronics in the system and required the two
together for their functionality. The term mechatronics was introduced by Yasakawa Electric in 1969 to
represent such systems. Yasakawa was granted a trademark in 1972, but after widespread usage of the
term, released its trademark rights in 1982 [1-3]. Initially, mechatronics referred to systems with only
mechanical systems and electrical components—no computation was involved. Examples of such systems
include the automatic sliding door, vending machines, and garage door openers.

In the late 1970s, the Japan Society for the Promotion of Machine Industry (JSPMI) classified mecha-
tronics products into four categories [1]:

1. Class I: Primarily mechanical products with electronics incorporated to enhance functionality.
Examples include numerically controlled machine tools and variable speed drives in manufactur-
ing machines.

2. Class II: Traditional mechanical systems with significantly updated internal devices incorporating
electronics. The external user interfaces are unaltered. Examples include the modern sewing
machine and automated manufacturing systems.

3. Class III: Systems that retain the functionality of the traditional mechanical system, but the internal
mechanisms are replaced by electronics. An example is the digital watch.

4. Class IV: Products designed with mechanical and electronic technologies through synergistic
integration. Examples include photocopiers, intelligent washers and dryers, rice cookers, and
automatic ovens.
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The enabling technologies for each mechatronic product class illustrate the progression of electrome-
chanical products in stride with developments in control theory, computation technologies, and micro-
processors. Class I products were enabled by servo technology, power electronics, and control theory.
Class II products were enabled by the availability of early computational and memory devices and custom
circuit design capabilities. Class III products relied heavily on the microprocessor and integrated circuits
to replace mechanical systems. Finally, Class IV products marked the beginning of true mechatronic
systems, through integration of mechanical systems and electronics. It was not until the 1970s with the
development of the microprocessor by the Intel Corporation that integration of computational systems
with mechanical systems became practical.

The divide between classical control and modern control was significantly reduced in the 1980s with
the advent of “robust control” theory. It is now generally accepted that control engineering must consider
both the time domain and the frequency domain approaches simultaneously in the analysis and design
of control systems. Also, during the 1980s, the utilization of digital computers as integral components
of control systems became routine. There are literally hundreds of thousands of digital process control
computers installed worldwide [18,19]. Whatever definition of mechatronics one chooses to adopt, it is
evident that modern mechatronics involves computation as the central element. In fact, the incorporation
of the microprocessor to precisely modulate mechanical power and to adapt to changes in environment
are the essence of modern mechatronics and smart products.

1.4 The Development of the Automobile
as a Mechatronic System

The evolution of modern mechatronics can be illustrated with the example of the automobile. Until the
1960s, the radio was the only significant electronics in an automobile. All other functions were entirely
mechanical or electrical, such as the starter motor and the battery charging systems. There were no
“intelligent safety systems,” except augmenting the bumper and structural members to protect occupants
in case of accidents. Seat belts, introduced in the early 1960s, were aimed at improving occupant safety
and were completely mechanically actuated. All engine systems were controlled by the driver and/or other
mechanical control systems. For instance, before the introduction of sensors and microcontrollers, a
mechanical distributor was used to select the specific spark plug to fire when the fuel-air mixture was
compressed. The timing of the ignition was the control variable. The mechanically controlled combustion
process was not optimal in terms of fuel efficiency. Modeling of the combustion process showed that,
for increased fuel efficiency, there existed an optimal time when the fuel should be ignited. The timing
depends on load, speed, and other measurable quantities. The electronic ignition system was one of the
first mechatronic systems to be introduced in the automobile in the late 1970s. The electronic ignition
system consists of a crankshaft position sensor, camshaft position sensor, airflow rate, throttle position,
rate of throttle position change sensors, and a dedicated microcontroller determining the timing of the
spark plug firings. Early implementations involved only a Hall effect sensor to sense the position of the
rotor in the distributor accurately. Subsequent implementations eliminated the distributor completely
and directly controlled the firings utilizing a microprocessor.

The Antilock Brake System (ABS) was also introduced in the late 1970s in automobiles [20]. The ABS
works by sensing lockup of any of the wheels and then modulating the hydraulic pressure as needed to
minimize or eliminate sliding. The Traction Control System (TCS) was introduced in automobiles in the
mid-1990s. The TCS works by sensing slippage during acceleration and then modulating the power to
the slipping wheel. This process ensures that the vehicle is accelerating at the maximum possible rate
under given road and vehicle conditions. The Vehicle Dynamics Control (VDC) system was introduced
in automobiles in the late 1990s. The VDC works similar to the TCS with the addition of a yaw rate
sensor and a lateral accelerometer. The driver intention is determined by the steering wheel position and
then compared with the actual direction of motion. The TCS system is then activated to control the

©2002 CRC PressLLC



power to the wheels and to control the vehicle velocity and minimize the difference between the steering
wheel direction and the direction of the vehicle motion [20,21]. In some cases, the ABS is used to slow
down the vehicle to achieve desired control. In automobiles today, typically, 8, 16, or 32-bit CPUs are
used for implementation of the various control systems. The microcontroller has onboard memory
(EEPROM/EPROM), digital and analog inputs, A/D converters, pulse width modulation (PWM), timer
functions, such as event counting and pulse width measurement, prioritized inputs, and in some cases
digital signal processing. The 32-bit processor is used for engine management, transmission control, and
airbags; the 16-bit processor is used for the ABS, TCS, VDC, instrument cluster, and air conditioning
systems; the 8-bit processor is used for seat, mirror control, and window lift systems. Today, there are
about 30-60 microcontrollers in a car. This is expected to increase with the drive towards developing
modular systems for plug-n-ply mechatronics subsystems.

Mechatronics has become a necessity for product differentiation in automobiles. Since the basics of
internal combustion engine were worked out almost a century ago, differences in the engine design
among the various automobiles are no longer useful as a product differentiator. In the 1970s, the Japanese
automakers succeeded in establishing a foothold in the U.S. automobile market by offering unsurpassed
quality and fuel-efficient small automobiles. The quality of the vehicle was the product differentiator
through the 1980s. In the 1990s, consumers came to expect quality and reliability in automobiles from
all manufacturers. Today, mechatronic features have become the product differentiator in these tradition-
ally mechanical systems. This is further accelerated by higher performance price ratio in electronics,
market demand for innovative products with smart features, and the drive to reduce cost of manufac-
turing of existing products through redesign incorporating mechatronics elements. With the prospects
of low single digit (2-3%) growth, automotive makers will be searching for high-tech features that will
differentiate their vehicles from others [22]. The automotive electronics market in North America, now
at about $20 billion, is expected to reach $28 billion by 2004 [22]. New applications of mechatronic
systems in the automotive world include semi-autonomous to fully autonomous automobiles, safety
enhancements, emission reduction, and other features including intelligent cruise control, and brake by
wire systems eliminating the hydraulics [23]. Another significant growth area that would benefit from a
mechatronics design approach is wireless networking of automobiles to ground stations and vehicle-to-
vehicle communication. Telematics, which combines audio, hands-free cell phone, navigation, Internet
connectivity, e-mail, and voice recognition, is perhaps the largest potential automotive growth area. In
fact, the use of electronics in automobiles is expected to increase at an annual rate of 6% per year over
the next five years, and the electronics functionality will double over the next five years [24].

Micro Electromechanical Systems (MEMS) is an enabling technology for the cost-effective develop-
ment of sensors and actuators for mechatronics applications. Already, several MEMS devices are in use
in automobiles, including sensors and actuators for airbag deployment and pressure sensors for manifold
pressure measurement. Integrating MEMS devices with CMOS signal conditioning circuits on the same
silicon chip is another example of development of enabling technologies that will improve mechatronic
products, such as the automobile.

Millimeter wave radar technology has recently found applications in automobiles. The millimeter wave
radar detects the location of objects (other vehicles) in the scenery and the distance to the obstacle and
the velocity in real-time. A detailed description of a working system is given by Suzuki et al. [25]. Figure 1.4
shows an illustration of the vehicle-sensing capability with a millimeter-waver radar. This technology
provides the capability to control the distance between the vehicle and an obstacle (or another vehicle)
by integrating the sensor with the cruise control and ABS systems. The driver is able to set the speed and
the desired distance between the cars ahead of him. The ABS system and the cruise control system are
coupled together to safely achieve this remarkable capability. One logical extension of the obstacle
avoidance capability is slow speed semi-autonomous driving where the vehicle maintains a constant
distance from the vehicle ahead in traffic jam conditions. Fully autonomous vehicles are well within the
scope of mechatronics development within the next 20 years. Supporting investigations are underway in
many research centers on development of semi-autonomous cars with reactive path planning using GPS-
based continuous traffic model updates and stop-and-go automation. A proposed sensing and control
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FIGURE 1.4 Using a radar to measure distance and velocity to autonomously maintain desired distance between
vehicles. (Adapted from Modern Control Systems, 9th ed., R. C. Dorf and R. H. Bishop, Prentice-Hall, 2001. Used
with permission.)
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FIGURE 1.5 Autonomous vehicle system design with sensors and actuators.

system for such a vehicle, shown in Fig. 1.5, involves differential global positioning systems (DGPS), real-
time image processing, and dynamic path planning [26].

Future mechatronic systems on automobiles may include a fog-free windshield based on humidity
and temperature sensing and climate control, self-parallel parking, rear parking aid, lane change assistance,
fluidless electronic brake-by-wire, and replacement of hydraulic systems with electromechanical servo
systems. As the number of automobiles in the world increases, stricter emission standards are inevitable.
Mechatronic products will in all likelihood contribute to meet the challenges in emission control and
engine efficiency by providing substantial reduction in CO, NO, and HC emissions and increase in vehicle
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efficiency [23]. Clearly, an automobile with 30—60 microcontrollers, up to 100 electric motors, about 200
pounds of wiring, a multitude of sensors, and thousands of lines of software code can hardly be classified
as a strictly mechanical system. The automobile is being transformed into a comprehensive mechatronic
system.

1.5 What is Mechatronics? And What’s Next?

Mechatronics, the term coined in Japan in the 1970s, has evolved over the past 25 years and has led to
a special breed of intelligent products. What is mechatronics? It is a natural stage in the evolutionary
process of modern engineering design. For some engineers, mechatronics is nothing new, and, for others,
it is a philosophical approach to design that serves as a guide for their activities. Certainly, mechatronics
is an evolutionary process, not a revolutionary one. It is clear that an all-encompassing definition of
mechatronics does not exist, but in reality, one is not needed. It is understood that mechatronics is about
the synergistic integration of mechanical, electrical, and computer systems. One can understand the
extent that mechatronics reaches into various disciplines by characterizing the constituent components
comprising mechatronics, which include (i) physical systems modeling, (ii) sensors and actuators, (iii)
signals and systems, (iv) computers and logic systems, and (v) software and data acquisition. Engineers
and scientists from all walks of life and fields of study can contribute to mechatronics. As engineering
and science boundaries become less well defined, more students will seek a multi-disciplinary education
with a strong design component. Academia should be moving towards a curriculum, which includes
coverage of mechatronic systems.

In the future, growth in mechatronic systems will be fueled by the growth in the constituent areas.
Advancements in traditional disciplines fuel the growth of mechatronics systems by providing “enabling
technologies.” For example, the invention of the microprocessor had a profound effect on the redesign
of mechanical systems and design of new mechatronics systems. We should expect continued advance-
ments in cost-effective microprocessors and microcontrollers, sensor and actuator development enabled
by advancements in applications of MEMS, adaptive control methodologies and real-time programming
methods, networking and wireless technologies, mature CAE technologies for advanced system modeling,
virtual prototyping, and testing. The continued rapid development in these areas will only accelerate the
pace of smart product development. The Internet is a technology that, when utilized in combination
with wireless technology, may also lead to new mechatronic products. While developments in automotives
provide vivid examples of mechatronics development, there are numerous examples of intelligent systems
in all walks of life, including smart home appliances such as dishwashers, vacuum cleaners, microwaves,
and wireless network enabled devices. In the area of “human-friendly machines” (a term used by H.
Kobayashi [27]), we can expect advances in robot-assisted surgery, and implantable sensors and actuators.
Other areas that will benefit from mechatronic advances may include robotics, manufacturing, space
technology, and transportation. The future of mechatronics is wide open.
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2.2 Functions of Mechatronic Systems
Division of Functions Between Mechanics and
Electronics * Improvement of Operating
Properties + Addition of New Functions

2.3 Ways of Integration
Integration of Components (Hardware) + Integration of
Information Processing (Software)

2.4 Information Processing Systems (Basic
Architecture and HW/SW Trade-offs)
Multilevel Control Architecture « Special Signal
Processing + Model-based and Adaptive Control
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2.5  Concurrent Design Procedure
for Mechatronic Systems
Design Steps * Required CAD/CAE Tools + Modeling
Rolf Isermann Procedure + Real-Time Simulation + Hardware-in-the-Loop
Darmstadt University of Technology Simulation « Control Prototyping

2.1 Historical Development and Definition
of Mechatronic Systems

In several technical areas the integration of products or processes and electronics can be observed. This
is especially true for mechanical systems which developed since about 1980. These systems changed from
electro-mechanical systems with discrete electrical and mechanical parts to integrated electronic-mechanical
systems with sensors, actuators, and digital microelectronics. These integrated systems, as seen in Table 2.1,
are called mechatronic systems, with the connection of MECHAnics and elecTRONICS.

The word “mechatronics” was probably first created by a Japanese engineer in 1969 [1], with earlier
definitions given by [2] and [3]. In [4], a preliminary definition is given: “Mechatronics is the synergetic
integration of mechanical engineering with electronics and intelligent computer control in the design
and manufacturing of industrial products and processes” [5].

All these definitions agree that mechatronics is an interdisciplinary field, in which the following disci-
plines act together (see Fig. 2.1):

« mechanical systems (mechanical elements, machines, precision mechanics);
« electronic systems (microelectronics, power electronics, sensor and actuator technology); and

* information technology (systems theory, automation, software engineering, artificial intelligence).
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TABLE 2.1

Historical Development of Mechanical, Electrical, and Electronic Systems

Pure mechanical systems
<— d.c. motor 1870
<4— a.c. motor 1889
Mechanical systems with | 1920

electrical drives
< relays, solenoids
<4— hydraulic, pneumatic,
electric amplifiers
y 4 Pl-controllers 1930
Mechanical systems with
automatic control 1935
<« transistor 194
<« thyristor 1955
Mechanical systems with
@ electronic (analog) control 1955
® sequential control
<« digital computer 1955
<— process computer 1959
<« real-time software 1966
<— microcomputer 1971

Mechanical systems with

@ digital continuous control

@ digital sequential control

<— microcontroller 1978

<— personal computers 1980

<« process/fieldbus systems

<— new actuators, sensors

w <4 integration of components

Mechatronic systems

@ integration: mechanics &
electronics hardware

® software determines functions

® new design tools for
simultaneous engineering

® synergetic effects

1975

1985

steam engine 1860

dynamos 1870

| <1900 circular pumps 1880
combustion engine1880

mech. typewriter

tool machines
pumps

electric typewriter

steam turbines
aircraft

electronic
controlled
lifts

y ¢ digital decentralized automation 1975

machine tools
industrial robots
industrial plants
disc drives

mobile robots
CIM

magnetic bearings
automotive control
(ABS, ESP)

Increasing
electrical
drives

Increasing
automatic
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Some survey contributions describe the development of mechatronics; see [5-8]. An insight into general
aspects are given in the journals [4,9,10]; first conference proceedings in [11-15]; and the books [16-19].

Figure 2.2 shows a general scheme of a modern mechanical process like a power producing or a power
generating machine. A primary energy flows into the machine and is then either directly used for the
energy consumer in the case of an energy transformer, or converted into another energy form in the case
of an energy converter. The form of energy can be electrical, mechanical (potential or kinetic, hydraulic,
pneumatic), chemical, or thermal. Machines are mostly characterized by a continuous or periodic (repet-
itive) energy flow. For other mechanical processes, such as mechanical elements or precision mechanical

mechanics

devices, piecewise or intermittent energy flows are typical.
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FIGURE 2.2 Mechanical process and information processing develop towards mechatronic systems.

The energy flow is generally a product of a generalized flow and a potential (effort). Information on
the state of the mechanical process can be obtained by measured generalized flows (speed, volume, or
mass flow) or electrical current or potentials (force, pressure, temperature, or voltage). Together with
reference variables, the measured variables are the inputs for an information flow through the digital
electronics resulting in manipulated variables for the actuators or in monitored variables on a display.

The addition and integration of feedback information flow to a feedforward energy flow in a basically
mechanical system is one characteristic of many mechatronic systems. This development presently influ-
ences the design of mechanical systems. Mechatronic systems can be subdivided into:

+ mechatronic systems
+ mechatronic machines
+ mechatronic vehicles
+ precision mechatronics

* micro mechatronics

This shows that the integration with electronics comprises many classes of technical systems. In several
cases, the mechanical part of the process is coupled with an electrical, thermal, thermodynamic, chemical,
or information processing part. This holds especially true for energy converters as machines where, in
addition to the mechanical energy, other kinds of energy appear. Therefore, mechatronic systems in a
wider sense comprise mechanical and also non-mechanical processes. However, the mechanical part
normally dominates the system.

Because an auxiliary energy is required to change the fixed properties of formerly passive mechanical
systems by feedforward or feedback control, these systems are sometimes also called active mechanical systems.

2.2 Functions of Mechatronic Systems

Mechatronic systems permit many improved and new functions. This will be discussed by considering
some examples.

Division of Functions between Mechanics and Electronics

For designing mechatronic systems, the interplay for the realization of functions in the mechanical and
electronic part is crucial. Compared to pure mechanical realizations, the use of amplifiers and actuators
with electrical auxiliary energy led to considerable simplifications in devices, as can be seen from watches,
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electrical typewriters, and cameras. A further considerable simplification in the mechanics resulted from
introducing microcomputers in connection with decentralized electrical drives, as can be seen from elec-
tronic typewriters, sewing machines, multi-axis handling systems, and automatic gears.

The design of lightweight constructions leads to elastic systems which are weakly damped through the
material. An electronic damping through position, speed, or vibration sensors and electronic feedback
can be realized with the additional advantage of an adjustable damping through the algorithms. Examples
are elastic drive chains of vehicles with damping algorithms in the engine electronics, elastic robots,
hydraulic systems, far reaching cranes, and space constructions (with, for example, flywheels).

The addition of closed loop control for position, speed, or force not only results in a precise tracking
of reference variables, but also an approximate linear behavior, even though the mechanical systems show
nonlinear behavior. By omitting the constraint of linearization on the mechanical side, the effort for
construction and manufacturing may be reduced. Examples are simple mechanical pneumatic and electro-
mechanical actuators and flow valves with electronic control.

With the aid of freely programmable reference variable generation the adaptation of nonlinear mechan-
ical systems to the operator can be improved. This is already used for the driving pedal characteristics
within the engine electronics for automobiles, telemanipulation of vehicles and aircraft, in development
of hydraulic actuated excavators, and electric power steering.

With an increasing number of sensors, actuators, switches, and control units, the cable and electrical
connections increase such that reliability, cost, weight, and the required space are major concerns. Therefore,
the development of suitable bus systems, plug systems, and redundant and reconfigurable electronic systems
are challenges for the designer.

Improvement of Operating Properties

By applying active feedback control, precision is obtained not only through the high mechanical precision
of a passively feedforward controlled mechanical element, but by comparison of a programmed reference
variable and a measured control variable. Therefore, the mechanical precision in design and manufac-
turing may be reduced somewhat and more simple constructions for bearings or slideways can be used.
An important aspect is the compensation of a larger and time variant friction by adaptive friction
compensation [13,20]. Also, a larger friction on cost of backlash may be intended (such as gears with
pretension), because it is usually easier to compensate for friction than for backlash.

Model-based and adaptive control allow for a wide range of operation, compared to fixed control with
unsatisfactory performance (danger of instability or sluggish behavior). A combination of robust and
adaptive control allows a wide range of operation for flow-, force-, or speed-control, and for processes
like engines, vehicles, or aircraft. A better control performance allows the reference variables to move
closer to the constraints with an improvement in efficiencies and yields (e.g., higher temperatures,
pressures for combustion engines and turbines, compressors at stalling limits, higher tensions and higher
speed for paper machines and steel mills).

Addition of New Functions

Mechatronic systems allow functions to occur that could not be performed without digital electronics.
First, nonmeasurable quantities can be calculated on the basis of measured signals and influenced by
feedforward or feedback control. Examples are time-dependent variables such as slip for tyres, internal
tensities, temperatures, slip angle and ground speed for steering control of vehicles, or parameters like
damping, stiffness coefficients, and resistances. The adaptation of parameters such as damping and
stiffness for oscillating systems (based on measurements of displacements or accelerations) is another
example. Integrated supervision and fault diagnosis becomes more and more important with increasing
automatic functions, increasing complexity, and higher demands on reliability and safety. Then, the
triggering of redundant components, system reconfiguration, maintenance-on-request, and any kind of
teleservice make the system more “intelligent.” Table 2.2 summarizes some properties of mechatronic
systems compared to conventional electro-mechanical systems.
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TABLE 2.2 Properties of Conventional and Mechatronic Design Systems

Conventional Design

Mechatronic Design

N=RN-CIRN Be NI |

Simple control
Stiff construction
Feedforward control, linear (analog) control
Precision through narrow tolerances
Nonmeasurable quantities change arbitrarily
Simple monitoring

Added components Integration of components (hardware)
1 Bulky Compact
2 Complex mechanisms Simple mechanisms
3 Cable problems Bus or wireless communication
4 Connected components Autonomous units

Integration by information processing (software)
Elastic construction with damping by electronic feedback
Programmable feedback (nonlinear) digital control
Precision through measurement and feedback control
Control of nonmeasurable estimated quantities
Supervision with fault diagnosis

Fixed abilities Learning abilities

—

micro-

sensors
computer

— actuators [—}

process

=

FIGURE 2.3 General scheme of a (classical) mechanical-electronic system.

2.3 Ways of Integration

Figure 2.3 shows a general scheme of a classical mechanical-electronic system. Such systems resulted from
adding available sensors, actuators, and analog or digital controllers to mechanical components. The limits
of this approach were given by the lack of suitable sensors and actuators, the unsatisfactory life time
under rough operating conditions (acceleration, temperature, contamination), the large space require-
ments, the required cables, and relatively slow data processing. With increasing improvements in minia-
turization, robustness, and computing power of microelectronic components, one can now put more
emphasis on electronics in the design of a mechatronic system. More autonomous systems can be envisioned,
such as capsuled units with touchless signal transfer or bus connections, and robust microelectronics.

The integration within a mechatronic system can be performed through the integration of components
and through the integration of information processing.

Integration of Components (Hardware)

The integration of components (hardware integration) results from designing the mechatronic system
as an overall system and imbedding the sensors, actuators, and microcomputers into the mechanical
process, as seen in Fig. 2.4. This spatial integration may be limited to the process and sensor, or to the
process and actuator. Microcomputers can be integrated with the actuator, the process or sensor, or can
be arranged at several places.

Integrated sensors and microcomputers lead to smart sensors, and integrated actuators and microcom-
puters lead to smart actuators. For larger systems, bus connections will replace cables. Hence, there are
several possibilities to build up an integrated overall system by proper integration of the hardware.

Integration of Information Processing (Software)

The integration of information processing (software integration) is mostly based on advanced control
functions. Besides a basic feedforward and feedback control, an additional influence may take place
through the process knowledge and corresponding online information processing, as seen in Fig. 2.4.
This means a processing of available signals at higher levels, including the solution of tasks like supervision
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FIGURE 2.4 Ways of integration within mechatronic systems.

with fault diagnosis, optimization, and general process management. The respective problem solutions
result in real-time algorithms which must be adapted to the mechanical process properties, expressed by
mathematical models in the form of static characteristics, or differential equations. Therefore, a knowledge
base is required, comprising methods for design and information gaining, process models, and perfor-
mance criteria. In this way, the mechanical parts are governed in various ways through higher level
information processing with intelligent properties, possibly including learning, thus forming an integra-
tion by process-adapted software.

2.4 Information Processing Systems (Basic Architecture
and HW/SW Trade-offs)

The governing of mechanical systems is usually performed through actuators for the changing of posi-
tions, speeds, flows, forces, torques, and voltages. The directly measurable output quantities are frequently
positions, speeds, accelerations, forces, and currents.

Multilevel Control Architecture

The information processing of direct measurable input and output signals can be organized in several
levels, as compared in Fig. 2.5.

level 1: low level control (feedforward, feedback for damping, stabilization, linearization)
level 2: high level control (advanced feedback control strategies)

level 3: supervision, including fault diagnosis

level 4: optimization, coordination (of processes)

level 5: general process management

Recent approaches to mechatronic systems use signal processing in the lower levels, such as damping,
control of motions, or simple supervision. Digital information processing, however, allows for the
solution of many tasks, like adaptive control, learning control, supervision with fault diagnosis, decisions
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FIGURE 2.5 Advanced intelligent automatic system with multi-control levels, knowledge base, inference mecha-
nisms, and interfaces.

for maintenance or even redundancy actions, economic optimization, and coordination. The tasks of the
higher levels are sometimes summarized as “process management.”

Special Signal Processing

The described methods are partially applicable for nonmeasurable quantities that are reconstructed from
mathematical process models. In this way, it is possible to control damping ratios, material and heat
stress, and slip, or to supervise quantities like resistances, capacitances, temperatures within components,
or parameters of wear and contamination. This signal processing may require special filters to determine
amplitudes or frequencies of vibrations, to determine derivated or integrated quantities, or state variable
observers.

Model-based and Adaptive Control Systems

The information processing is, at least in the lower levels, performed by simple algorithms or software-
modules under real-time conditions. These algorithms contain free adjustable parameters, which have
to be adapted to the static and dynamic behavior of the process. In contrast to manual tuning by trial
and error, the use of mathematical models allows precise and fast automatic adaptation.

The mathematical models can be obtained by identification and parameter estimation, which use the
measured and sampled input and output signals. These methods are not restricted to linear models, but
also allow for several classes of nonlinear systems. If the parameter estimation methods are combined
with appropriate control algorithm design methods, adaptive control systems result. They can be used
for permanent precise controller tuning or only for commissioning [20].
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Supervision and Fault Detection

With an increasing number of automatic functions (autonomy), including electronic components, sen-
sors and actuators, increasing complexity, and increasing demands on reliability and safety, an integrated
supervision with fault diagnosis becomes more and more important. This is a significant natural feature
of an intelligent mechatronic system. Figure 2.6 shows a process influenced by faults. These faults indicate
unpermitted deviations from normal states and can be generated either externally or internally. External
faults can be caused by the power supply, contamination, or collision, internal faults by wear, missing
lubrication, or actuator or sensor faults. The classical way for fault detection is the limit value checking
of some few measurable variables. However, incipient and intermittant faults can not usually be detected,
and an in-depth fault diagnosis is not possible by this simple approach. Model-based fault detection and
diagnosis methods were developed in recent years, allowing for early detection of small faults with normally
measured signals, also in closed loops [21]. Based on measured input signals, U(f), and output signals,
Y(#), and process models, features are generated by parameter estimation, state and output observers,
and parity equations, as seen in Fig. 2.6.

These residuals are then compared with the residuals for normal behavior and with change detection
methods analytical symptoms are obtained. Then, a fault diagnosis is performed via methods of classi-
fication or reasoning. For further details see [22,23].

A considerable advantage is if the same process model can be used for both the (adaptive) controller
design and the fault detection. In general, continuous time models are preferred if fault detection is based
on parameter estimation or parity equations. For fault detection with state estimation or parity equations,
discrete-time models can be used.

Advanced supervision and fault diagnosis is a basis for improving reliability and safety, state dependent
maintenance, triggering of redundancies, and reconfiguration.

Intelligent Systems (Basic Tasks)

The information processing within mechatronic systems may range between simple control functions
and intelligent control. Various definitions of intelligent control systems do exist, see [24-30]. An intel-
ligent control system may be organized as an online expert system, according to Fig. 2.5, and comprises

 multi-control functions (executive functions),
+ a knowledge base,
« inference mechanisms, and

+ communication interfaces.
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The online control functions are usually organized in multilevels, as already described. The knowledge
base contains quantitative and qualitative knowledge. The quantitative part operates with analytic (math-
ematical) process models, parameter and state estimation methods, analytic design methods (e.g., for
control and fault detection), and quantitative optimization methods. Similar modules hold for the
qualitative knowledge (e.g., in the form of rules for fuzzy and soft computing). Further knowledge is the
past history in the memory and the possibility to predict the behavior. Finally, tasks or schedules may
be included.

The inference mechanism draws conclusions either by quantitative reasoning (e.g., Boolean methods)
or by qualitative reasoning (e.g., possibilistic methods) and takes decisions for the executive functions.

Communication between the different modules, an information management database, and the man—
machine interaction has to be organized.

Based on these functions of an online expert system, an intelligent system can be built up, with the
ability “to model, reason and learn the process and its automatic functions within a given frame and to
govern it towards a certain goal.” Hence, intelligent mechatronic systems can be developed, ranging from
“low-degree intelligent” [13], such as intelligent actuators, to “fairly intelligent systems,” such as self-
navigating automatic guided vehicles.

An intelligent mechatronic system adapts the controller to the mostly nonlinear behavior (adaptation),
and stores its controller parameters in dependence on the position and load (learning), supervises all relevant
elements, and performs a fault diagnosis (supervision) to request maintenance or, if a failure occurs, to
request a fail safe action (decisions on actions). In the case of multiple components, supervision may help
to switch off the faulty component and to perform a reconfiguration of the controlled process.

2.5 Concurrent Design Procedure for Mechatronic Systems

The design of mechatronic systems requires a systematic development and use of modern design tools.

Design Steps

Table 2.3 shows five important development steps for mechatronic systems, starting from a purely
mechanical system and resulting in a fully integrated mechatronic system. Depending on the kind of
mechanical system, the intensity of the single development steps is different. For precision mechanical
devices, fairly integrated mechatronic systems do exist. The influence of the electronics on mechanical
elements may be considerable, as shown by adaptive dampers, anti-lock system brakes, and automatic
gears. However, complete machines and vehicles show first a mechatronic design of their elements, and
then slowly a redesign of parts of the overall structure as can be observed in the development of machine
tools, robots, and vehicle bodies.

Required CAD/CAE Tools
The computer aided development of mechatronic systems comprises:

. constructive specification in the engineering development stage using CAD and CAE tools,
. model building for obtaining static and dynamic process models,
. transformation into computer codes for system simulation, and

=W N =

. programming and implementation of the final mechatronic software.

Some software tools are described in [31]. A broad range of CAD/CAE tools is available for 2D- and
3D-mechanical design, such as Auto CAD with a direct link to CAM (computer-aided manufacturing),
and PADS, for multilayer, printed-circuit board layout. However, the state of computer-aided modeling
is not as advanced. Object-oriented languages such as DYMOLA and MOBILE for modeling of large
combined systems are described in [31-33]. These packages are based on specified ordinary differential
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TABLE 2.3  Steps in the Design of Mechatronic Systems

Precision Mechanical
Mechanics Elements Machines

Pure mechanical system

1. Addition of sensors, actuators,
microelectronics, control
functions

2. Integration of components
(hardware integration)

3. Integration by information
processing (software
integration)

4. Redesign of mechanical
system

5. Creation of synergetic
effects

Fully integrated mechatronic

systems
Examples Sensors Suspensions Electric drives
actuators dampers combustion
disc-storages clutches engines
cameras gears brakes mach. tools
robots

The size of a circle indicates the present intensity of the respective mechatronic devel-

opment step: Q large, Q medium, 5 little.

equations, algebraic equations, and discontinuities. A recent description of the state of computer-aided
control system design can be found in [34]. For system simulation (and controller design), a variety of
program systems exist, like ACSL, SIMPACK, MATLAB/SIMULINK, and MATRIX-X. These simulation
techniques are valuable tools for design, as they allow the designer to study the interaction of components
and the variations of design parameters before manufacturing. They are, in general, not suitable for real-
time simulation.

Modeling Procedure

Mathematical process models for static and dynamic behavior are required for various steps in the design
of mechatronic systems, such as simulation, control design, and reconstruction of variables. Two ways
to obtain these models are theoretical modeling based on first (physical) principles and experimental
modeling (identification) with measured input and output variables. A basic problem of theoretical
modeling of mechatronic systems is that the components originate from different domains. There exists
a well-developed domain specific knowledge for the modeling of electrical circuits, multibody mechanical
systems, or hydraulic systems, and corresponding software packages. However, a computer-assisted general
methodology for the modeling and simulation of components from different domains is still missing [35].

The basic principles of theoretical modeling for system with energy flow are known and can be unified
for components from different domains as electrical, mechanical, and thermal (see [36—41]). The mod-
eling methodology becomes more involved if material flows are incorporated as for fluidics, thermody-
namics, and chemical processes.
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A general procedure for theoretical modeling of lumped parameter processes can be sketched as follows
[19].

1. Definition of flows
+ energy flow (electrical, mechanical, thermal conductance)
+ energy and material flow (fluidic, thermal transfer, thermodynamic, chemical)
2. Definition of process elements: flow diagrams
+ sources, sinks (dissipative)
+ storages, transformers, converters
3. Graphical representation of the process model
+ multi-port diagrams (terminals, flows, and potentials, or across and through variables)
+ block diagrams for signal flow
+ bond graphs for energy flow

4. Statement of equations for all process elements
(i) Balance equations for storage (mass, energy, momentum)
(ii)Constitutive equations for process elements (sources, transformers, converters)
(iii)Phenomenological laws for irreversible processes (dissipative systems: sinks)
5. Interconnection equations for the process elements

+ continuity equations for parallel connections (node law)

+ compatibility equations for serial connections (closed circuit law)
6. Overall process model calculation

+ establishment of input and output variables

* state space representation

+ input/output models (differential equations, transfer functions)

An example of steps 1-3 is shown in Fig. 2.7 for a drive-by-wire vehicle. A unified approach for processes
with energy flow is known for electrical, mechanical, and hydraulic processes with incompressible fluids.
Table 2.4 defines generalized through and across variables.

In these cases, the product of the through and across variable is power. This unification enabled the
formulation of the standard bond graph modeling [39]. Also, for hydraulic processes with compressible
fluids and thermal processes, these variables can be defined to result in powers, as seen in Table 2.4.
However, using mass flows and heat flows is not engineering practice. If these variables are used, so-
called pseudo bond graphs with special laws result, leaving the simplicity of standard bond graphs. Bond
graphs lead to a high-level abstraction, have less flexibility, and need additional effort to generate
simulation algorithms. Therefore, they are not the ideal tool for mechatronic systems [35]. Also, the
tedious work needed to establish block diagrams with an early definition of causal input/output blocks
is not suitable.

Development towards object-oriented modeling is on the way, where objects with terminals (cuts) are
defined without assuming a causality in this basic state. Then, object diagrams are graphically represented,
retaining an intuitive understanding of the original physical components [43,44]. Hence, theoretical
modeling of mechatronic systems with a unified, transparent, and flexible procedure (from the basic
components of different domains to simulation) are a challenge for further development. Many compo-
nents show nonlinear behavior and nonlinearities (friction and backlash). For more complex process
parts, multidimensional mappings (e.g., combustion engines, tire behavior) must be integrated.

For verification of theoretical models, several well-known identification methods can be used, such as
correlation analysis and frequency response measurement, or Fourier- and spectral analysis. Since some
parameters are unknown or changed with time, parameter estimation methods can be applied, both, for
models with continuous time or discrete time (especially if the models are linear in the parameters)
[42,45,46]. For the identification and approximation of nonlinear, multi-dimensional characteristics,
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TABLE 2.4 Generalized Through and Across Variables for Processes with Energy Flow

System Through Variables Across Variables
Electrical Electric current I Electric voltage U
Magnetic Magnetic Flow F Magnetic force Q
Mechanical
* translation Force F Velocity w
* rotation Torque M Rotational speed W
Hydraulic Volume flow \% Pressure p
Thermodynamic Entropy flow Temperature T
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FIGURE 2.7 Different schemes for an automobile (as required for drive-by-wire-longitudinal control): (a) scheme
of the components (construction map), (b) energy flow diagram (simplified), (c) multi-port diagram with flows and
potentials, (d) signal flow diagram for multi-ports.

artificial neural networks (multilayer perceptrons or radial-basis-functions) can be expanded for non-
linear dynamic processes [47].

Real-Time Simulation

Increasingly, real-time simulation is applied to the design of mechatronic systems. This is especially true
if the process, the hardware, and the software are developed simultaneously in order to minimize iterative
development cycles and to meet short time-to-market schedules. With regard to the required speed of
computation simulation methods, it can be subdivided into

1. simulation without (hard) time limitation,
2. real-time simulation, and
3. simulation faster than real-time.

Some application examples are given in Fig. 2.8. Herewith, real-time simulation means that the simulation
of a component is performed such that the input and output signals show the same time-dependent
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FIGURE 2.8 Classification of simulation methods with regard to speed and application examples.
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FIGURE 2.9 Classification of real-time simulation.

values as the real, dynamically operating component. This becomes a computational problem for pro-
cesses which have fast dynamics compared to the required algorithms and calculation speed.

Different kinds of real-time simulation methods are shown in Fig. 2.9. The reason for the real-time
requirement is mostly that one part of the investigated system is not simulated but real. Three cases can
be distinguished:

1. The real process can be operated together with the simulated control by using hardware other than
the final hardware. This is also called “control prototyping.”

2. The simulated process can be operated with the real control hardware, which is called “hardware-
in-the-loop simulation.”

3. The simulated process is run with the simulated control in real time. This may be required if the
final hardware is not available or if a design step before the hardware-in-the-loop simulation is
considered.

Hardware-in-the-Loop Simulation

The hardware-in-the-loop simulation (HIL) is characterized by operating real components in connection
with real-time simulated components. Usually, the control system hardware and software is the real
system, as used for series production. The controlled process (consisting of actuators, physical processes,
and sensors) can either comprise simulated components or real components, as seen in Fig. 2.10(a). In
general, mixtures of the shown cases are realized. Frequently, some actuators are real and the process
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FIGURE 2.10 Real-time simulation: hybrid structures. (a) Hardware-in-the-loop simulation. (b) Control prototyping.

and the sensors are simulated. The reason is that actuators and the control hardware very often form
one integrated subsystem or that actuators are difficult to model precisely and to simulate in real time.
(The use of real sensors together with a simulated process may require considerable realization efforts,
because the physical sensor input does not exist and must be generated artificially.) In order to change
or redesign some functions of the control hardware or software, a bypass unit can be connected to the
basic control hardware. Hence, hardware-in-the-loop simulators may also contain partially simulated
(emulated) control functions.
The advantages of the hardware-in-the-loop simulation are generally:

+ design and testing of the control hardware and software without operating a real process (“moving
the process field into the laboratory”);

testing of the control hardware and software under extreme environmental conditions in the
laboratory (e.g., high/low temperature, high accelerations and mechanical shocks, aggressive
media, electro-magnetic compatibility);

testing of the effects of faults and failures of actuators, sensors, and computers on the overall system;

operating and testing of extreme and dangerous operating conditions;

reproducible experiments, frequently repeatable;
+ easy operation with different man-machine interfaces (cockpit-design and training of operators);
and

+ saving of cost and development time.

Control Prototyping

For the design and testing of complex control systems and their algorithms under real-time constraints,
a real-time controller simulation (emulation) with hardware (e.g., off-the-shelf signal processor) other
than the final series production hardware (e.g., special ASICS) may be performed. The process, the
actuators, and sensors can then be real. This is called control prototyping (Fig. 2.10(b)). However, parts
of the process or actuators may be simulated, resulting in a mixture of HIL-simulation and control
prototyping. The advantages are mainly:

+ early development of signal processing methods, process models, and control system structure,
including algorithms with high level software and high performance off-the-shelf hardware;

+ testing of signal processing and control systems, together with other design of actuators, process
parts, and sensor technology, in order to create synergetic effects;
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+ reduction of models and algorithms to meet the requirements of cheaper mass production hard-
ware; and

+ defining the specifications for final hardware and software.

Some of the advantages of HIL-simulation also hold for control prototyping. Some references for real-
time simulation are [48,49].
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3.1 Introduction

Introduction

The Mechatronic System * A Home/Office Example
+ An Automotive Example

Input Signals of a Mechatronic System
Transducer/Sensor Input * Analog-to-Digital
Converters

Output Signals of a Mechatronic System
Digital-to-Analog Converters * Actuator Output
Signal Conditioning

Sampling Rate ¢ Filtering * Data Acquisition Boards
Microprocessor Control

PID Control « Programmable Logic

Controllers * Microprocessors

Microprocessor Numerical Control
Fixed-Point Mathematics « Calibrations

Microprocessor Input—Output Contro

Polling and Interrupts « Input and Output
Transmission *+ HC12 Microcontroller Input-Output
Subsystems * Microcontroller Network Systems
Software Control

Systems Engineering + Software Engineering

+ Software Design

Testing and Instrumentation

Verification and Validation + Debuggers

+ Logic Analyzer

Summary

The purpose of this chapter is to introduce a number of topics dealing with a mechatronic system.
This starts with an overview of mechatronic systems and a look at the input and output signals

of a mechatronic system. The special

features of microprocessor input and output are next.

Software, an often-neglected portion of a mechatronic system, is briefly covered with an emphasis

on software engineering concepts. The
instrumentation.
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The Mechatronic System

Figure 3.1 shows a typical mechatronic system with mechanical, electrical, and computer components.
The process of system data acquisition begins with the measurement of a physical value by a sensor. The
sensor is able to generate some form of signal, generally an analog signal in the form of a voltage level
or waveform. This analog signal is sent to an analog-to-digital converter (ADC). Commonly using a
process of successive approximation, the ADC maps the analog input signal to a digital output. This
digital value is composed of a set of binary values called bits (often represented by 0s and 1s). The set of
bits represents a decimal or hexadecimal number that can be used by the microcontroller. The micro-
controller consists of a microprocessor plus memory and other attached devices. The program in the
microprocessor uses this digital value along with other inputs and preloaded values called calibrations to
determine output commands. Like the input to the microprocessor, these outputs are in digital form and
can be represented by a set of bits. A digital-to-analog converter (DAC) is then often used to convert the
digital value into an analog signal. The analog signal is used by an actuator to control a physical device
or affect the physical environment. The sensor then takes new measurements and the process repeated,
thus completing a feedback control loop. Timing for this entire operation is synchronized by the use of
a clock.

A Home/Office Example

An example of a mechatronic system is the common heating/cooling system for homes and offices. Simple
systems use a bimetal thermostat with contact points controlling a mercury switch that turns on and off
the furnace or air conditioner. A modern environmental control system uses these same basic components
along with other components and computer program control. A temperature sensor monitors the physical
environment and produces a voltage level as demonstrated in Fig. 3.2 (though generally not nearly such
a smooth function). After conversion by the ADC, the microcontroller uses the digitized temperature
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data along with a 24-hour clock and the user requested temperatures to produce a digital control signal.
This signal directs the actuator, usually a simple electrical switch in this example. The switch, in turn,
controls a motor to turn the heating or cooling unit on or off. New measurements are then taken and
the cycle is repeated. While not a mechatronic product on the order of a camcorder, it is a mechatronic
system because of its combination of mechanical, electrical, and computer components. This system may
also incorporate some additional features. If the temperature being sensed is quite high, say 80°C, it is
possible that a fire exists. It is then not a good idea to turn on the blower fan and feed the fire more
oxygen. Instead the system should set off an alarm or use a data communication device to alert the fire
department. Because of this type of computer control, the system is “smart,” at least relative to the older
mercury-switch controlled systems.

An Automotive Example

A second example is the Antilock Braking System (ABS) found in many vehicles. The entire purpose of
this type of system is to prevent a wheel from locking up and thus having the driver loose directional
control of the vehicle due to skidding. In this case, sensors attached to each wheel determine the rotational
speed of the wheels. These data, probably in a waveform or time-varied electrical voltage, is sent to the
microcontroller along with the data from sensors reporting inputs such as brake pedal position, vehicle
speed, and yaw. After conversion by the ADC or input capture routine into a digital value, the program
in the microprocessor then determines the necessary action. This is where the aspect of human computer
interface (HCI) or human machine interface (HMI) comes into play by taking account of the “feel” of
the system to the user. System calibration can adjust the response to the driver while, of course, stopping
the vehicle by controlling the brakes with the actuators. There are two important things to note in this
example. The first is that, in the end, the vehicle is being stopped because of hydraulic forces pressing
the brake pad against a drum or rotor—a purely mechanical function. The other is that the ABS, while
an “intelligent product,” is not a stand-alone device. It is part of a larger system, the vehicle, with multiple
microcontrollers working together through the data network of the vehicle.

3.2 Input Signals of a Mechatronic System

Transducer/Sensor Input

All inputs to mechatronic systems come from either some form of sensory apparatus or communications
from other systems. Sensors were first introduced in the previous section and will be discussed in much
more depth in Chapter 19. Transducers, devices that convert energy from one form to another, are often
used synonymously with sensors. Transducers and their properties will be explained fully in Chapter 45.
Sensors can be divided into two general classifications, active or passive. Active sensors emit a signal in
order to estimate an attribute of the environment or device being measured. Passive sensors do not. A
military example of this difference would be a strike aircraft “painting” a target using either active laser
radar (LADAR) or a passive forward looking infrared (FLIR) sensor.

As stated in the Introduction section, the output of a sensor is usually an analog signal. The simplest
type of analog signal is a voltage level with a direct (though not necessarily linear) correlation to the
input condition. A second type is a pulse width modulated (PWM) signal, which will be explained further
in a later section of this chapter when discussing microcontroller outputs. A third type is a waveform,
as shown in Fig. 3.3. This type of signal is modulated either in its amplitude (Fig. 3.4) or its frequency
(Fig. 3.5) or, in some cases, both. These changes reflect the changes in the condition being monitored.

There are sensors that do not produce an analog signal. Some of these sensors produce a square wave
as in Fig. 3.6 that is input to the microcontroller using the EIA 232 communications standard. The square
wave represents the binary values of 0 and 1. In this case the ADC is probably on-board the sensor itself,
adding to the cost of the sensor. Some sensors/recorders can even create mail or TCP/IP packets as output.
An example of this type of unit is the MV100 MobileCorder from Yokogawa Corporation of America.
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Analog-to-Digital Converters

The ADC can basically be typed by two parameters: the analog input range and the digital output range. As
an example, consider an ADC that is converting a voltage level ranging 0-12 V into a single byte of 8 bits.
In this example, each binary count increment reflects an increase in analog voltage of 1/256 of the maximum
12 V. There is an unusual twist to this conversion, however. Since a zero value represents 0V, and a 128 value
represents half of the maximum value, 6 V in this example, the maximum decimal value of 255 represents
255/256 of the maximum voltage value, or 11.953125 V. A table of the equivalent values is shown below:

Binary Decimal Voltage
0000 0000 0 0.0

0000 0001 1 0.00390625
1000 0000 128 6.0

1111 1111 255 11.953125

An ADC that is implemented in the Motorola HC12 microcontroller produces 10 bits. While not
fitting so nicely into a single byte of data, this 10-bit ADC does give additional resolution. Using an input
range from 0 to 5V, the decimal resolution per least significant bit is 4.88 mV. If the ADC had 8 bits of
output, the resolution per bit would be 19.5 mV, a fourfold difference. Larger voltages, e.g., from 0 to
12 V, can be scaled with a voltage divider to fit the 0-5 V range. Smaller voltages can be amplified to
span the entire range. A process known as successive approximation (using the Successive Approximation
Register or SAR in the Motorola chip) is used to determine the correct digital value.

3.3 Output Signals of a Mechatronic System

Digital-to-Analog Converters

The output command from the microcontroller is a binary value in bit, byte (8 bits), or word (16 bits)
form. This digital signal is converted to analog using a digital-to-analog converter, or DAC. Let us examine
converting an 8-bit value into a voltage level between 0 and 12 V. The most significant bit in the binary
value to be converted (decimal 128) creates an analog value equal to half of the maximum output, or 6 V.
The next digit produces an additional one fourth, or 3 V, the next an additional one eighth, and so forth.
The sum of all these weighted output values represents the appropriate analog voltage. As was mentioned
in a previous section, the maximum voltage value in the range is not obtainable, as the largest value
generated is 255/256 of 12V, or 11.953125 V. The smoothness of the signal representation depends on
the number of bits accepted by the DAC and the range of the output required. Figure 3.7 demonstrates
a simplified step function using a one-byte binary input and 12-V analog output.

(s110A 2T - 0 ) IndInQ |ana] abeljon

8 bit Value Input ( 0-255 decimal )

FIGURE 3.7 DAC stepped output.
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Actuator Output

Like sensors, actuators were first introduced in a previous section and will be described in detail in a
later chapter of this handbook. The three common actuators that this section will review are switches,
solenoids, and motors. Switches are simple state devices that control some activity, like turning on and
off the furnace in a house. Types of switches include relays and solid-state devices. Solid-state devices
include diodes, thyristors, bipolar transistors, field-effect transistors (FETs), and metal-oxide field-effect
transistors (MOSFETs). A switch can also be used with a sensor, thus turning on or off the entire sensor,
or a particular feature of a sensor.

Solenoids are devices containing a movable iron core that is activated by a current flow. The movement
of this core can then control some form of hydraulic or pneumatic flow. Applications are many, including
braking systems and industrial production of fluids. More information on solenoid actuators can be
found in a later chapter. Motors are the last type of actuator that will be summarized here. There are
three main types: direct current (DC), alternating current (AC), and stepper motors. DC motors may
be controlled by a fixed DC voltage or by pulse width modulation (PWM). In a PWM signal, such as
shown in Fig. 3.8, a voltage is alternately turned on and off while changing (modulating) the width of
the on-time signal, or duty cycle. AC motors are generally cheaper than DC motors, but require variable
frequency drive to control the rotational speed. Stepper motors move by rotating a certain number of
degrees in response to an input pulse.

3.4 Signal Conditioning

Signal conditioning is the modification of a signal to make it more useful to a system. Two important
types of signal conditioning are, of course, the conversion between analog and digital, as described in
the previous two sections. Other types of signal conditioning are briefly covered below, with a full coverage
reserved for Chapters 46 and 47.

Sampling Rate

The rate at which data samples are taken obviously affects the speed at which the mechatronic system can
detect a change in situation. There are several things to consider, however. For example, the response of
a sensor may be limited in time or range. There is also the time required to convert the signal into a form
usable by the microprocessor, the A to D conversion time. A third is the frequency of the signal being
sampled. For voice digitalization, there is a very well-known sampling rate of 8000 samples per second.
This is a result of the Nyquist theorem, which states that the sampling rate, to be accurate, must be at least
twice the maximum frequency being measured. The 8000 samples per second rate thus works well for
converting human voice over an analog telephone system where the highest frequency is approximately
3400 Hz. Lastly, the clock speed of the microprocessor must also be considered. If the ADC and DAC are
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on the same board as the microprocessor, they will often share a common clock. The microprocessor
clock, however, may be too fast for the ADC and DAC. In this case, a prescaler is used to divide the clock
frequency to a level usable by the ADC and DAC.

Filtering

Filtering is the attenuation (lessening) of certain frequencies from a signal. This process can remove noise

from a signal and condition the line for better data transmission. Filters can be divided into analog and

digital types, the analog filters being further divided into passive and active types. Analog passive filters use

resistors, capacitors, and inductors. Analog active filters typically use operational amplifiers with resistors

and capacitors. Digital filters may be implemented with software and/or hardware. The software component

gives digital filters the feature of being easier to change. Digital filters are explained fully in Chapter 29.
Filters may also be differentiated by the type of frequencies they affect.

1. Low-pass filters allow lower set of frequencies to pass through, while high frequencies are atten-
uated. A simplistic example of this is shown in Fig. 3.9.

2. High-pass filters, the opposite of low-pass, filter a lower frequency band while allowing higher
frequencies to pass.

3. Band-pass filters allow a particular range of frequencies to pass; all others are attenuated.

4. Band-stop filters stop a particular range of frequencies while all others are allowed to pass.

There are many types and applications of filters. For example, William Ribbens in his book Under-
standing Automotive Electronics (Newnes 1998) described a software low-pass filter (sometimes also called
a lag filter) that averages the last 60 fuel tank level samples taken at 1 s intervals. The filtered data are
then displayed on the vehicle instrument cluster. This type of filtering reduces large and quick fluctuations
in the fuel gauge due to sloshing in the tank, and thus displays a more accurate value.

Data Acquisition Boards

There is a special type of board that plugs into a slot in a desktop personal computer that can be used
for many of the tasks above. It is called a data acquisition board, or DAQ board. This type of board can
generate analog input and multiplex multiple input signals onto a single bus for transmission to the PC.
It can also come with signal conditioning hardware/software and an ADC. Some units have direct memory
access (DMA), where the device writes the data directly into computer memory without using the
microprocessor. While desktop PCs are not usually considered as part of a mechatronic system, the DAQ
board can be very useful for instrumentation.
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3.5 Microprocessor Control

PID Control

A closed loop control system is one that determines a difference in the desired and actual condition (the
error) and creates a correction control command to remove this error. PID control demonstrates three ways
of looking at this error and correcting it. The first way is the P of PID, the proportional term. This term
represents the control action made by the microcontroller in proportion to the error. In other words, the
bigger the error, the bigger the correction. The I in PID is for the integral of the error over time. The
integral term produces a correction that considers the time the error has been present. Stated in other words,
the longer the error continues, the bigger the correction. Lastly, the D in PID stands for derivative. In the
derivative term, the corrective action is related to the derivative or change of the error with respect to time.
Stated in other words, the faster the error is changing, the bigger the correction. Control systems can use P,
P, PD, or PID in creating corrective actions. The problem generally is “tuning” the system by selecting the
proper values in the terms. For more information on control design, see Chapter 31.

Programmable Logic Controllers

Any discussion of control systems and microprocessor control should start with the first type of “mecha-
tronic” control, the programmable logic controller or PLC. A PLC is a simpler, more rugged microcon-
troller designed for environments like a factory floor. Input is usually from switches such as push buttons
controlled by machine operators or position sensors. Timers can also be programmed in the PLC to run
a particular process for a set amount of time. Outputs include lamps, solenoid valves, and motors, with
the input—output interfacing done within the controller. A simple programming language used with a
PLC is called ladder logic or ladder programming. Ladder logic is a graphical language showing logic as
a combination of series (and’s) and parallel (or’s) blocks. Additional information can be found in
Chapter 43 and in the book Programmable Logic Controllers by W. Bolton (Newnes 1996).

Microprocessors

A full explanation of a microprocessor is found in section 5.8. For this discussion of microprocessors
and control, we need only know a few of the component parts of computer architecture. RAM, or random
access memory, is the set of memory locations the computer uses for fast temporary storage. The radio
station presets selected by the driver (or passenger) in the car radio are stored in RAM. A small electrical
current maintains these stored frequencies, so disconnection of the radio from the battery will result in
their loss. ROM, or read only memory, is the static memory that contains the program to run the
microcontroller. Thus the radio’s embedded program will not be lost when the battery is disconnected.
There are several types of ROM, including erasable programmable ROM (EPROM)), electrically erasable
programmable ROM (EEPROM), and flash memory (a newer type of EEPROM). These types will be
explained later in this handbook. There are also special memory areas in a microprocessor called registers.
Registers are very fast memory locations that temporarily store the address of the program instruction
being executed, intermediate values needed to complete a calculation, data needed for comparison, and
data that need to be input or output. Addresses and data are moved from one point to another in RAM,
ROM, and registers using a bus, a set of lines transmitting data multiple bits simultaneously.

3.6 Microprocessor Numerical Control

Fixed-Point Mathematics

The microprocessors in an embedded controller are generally quite small in comparison to a personal
computer or computer workstation. Adding processing power in the form of a floating-point processor
and additional RAM or ROM is not always an option. This means that sometimes the complex mathematical
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functions needed in a control system are not available. However, sometimes the values being sensed and
computed, though real numbers, are of a reasonable range. Because of this situation there exists a special
type of arithmetic whereby microcontrollers use integers in place of floating-point numbers to compute
non-whole number (pseudo real) values.

There are several forms of fixed-point mathematics currently in use. The simplest form is based upon
powers of 2, just like normal integers in binary. However, a virtual binary point is inserted into the integer
to allow an approximation of real values to be stored as integers. A standard 8-bit unsigned integer is
shown below along with its equivalent decimal value.

0001 0100 =(1 *2)+ (1 *2)=(1 *16)+ (1 * 4) =20

Suppose a virtual binary point is inserted between the two nibbles in the byte. There are now four bits
left of the binary point with the standard positive powers of 2, and 4 bits right of the binary point with
negative powers of 2. The same number now represents a real number in decimal.

0001 0100 =(1 *2") + (1 *2%) =(1 * 1)+ (1 * 0.25) = 1.25

Obviously this method has shortcomings. The resolution of any fixed point number is limited to the
power of 2 attached to the least significant bit on the right of the number, in this case 2™* or 1/16 or 0.0625.
Rounding is sometimes necessary. There is also a tradeoff in complexity, as the position of this virtual binary
point must constantly be maintained when performing calculations. The savings in memory usage and
processing time, however, often overcome these tradeoffs; so fixed-point mathematics can be very useful.

Calibrations

The area of calibrating a system can sometimes take on an importance not foreseen when designing a
mechatronic system. The use of calibrations, numerical and logical values kept in EEPROM or ROM,
allow flexibility in system tuning and implementation. For example, if different microprocessor crystal
speeds may be used in a mechatronic system, but real-time values are needed, a stored calibration constant
of clock cycles per microsecond will allow this calculation to be affected. Thus, calibrations are often
used as a gain, the value multiplied by some input in order to produce a scaled output.

Also, as mentioned above, calibrations are often used in the testing of a mechatronic system in order
to change the “feel” of the product. A transmission control unit can use a set of calibrations on engine
RPM, engine load, and vehicle speed to determine when to shift gears. This is often done with hysteresis,
as the shift points moving from second gear to third gear as from third gear to second gear may differ.

3.7 Microprocessor Input-Output Control

Polling and Interrupts

There are two basic methods for the microprocessor to control input and output. These are polling and
interrupts. Polling is just that, the microprocessor periodically checking various peripheral devices to
determine if input or output is waiting. If a peripheral device has some input or output that should be
processed, a flag will be set. The problem is that a lot of processing time is wasted checking for inputs
when they are not changing.

Servicing an interrupt is an alternative method to control inputs and outputs. In this method, a register
in the microprocessor must have set an interrupt enable (IE) bit for a particular peripheral device. When
an interrupt is initiated by the peripheral, a flag is set for the microprocessor. The interrupt request (IRQ)
line will go active, and the microprocessor will service the interrupt. Servicing an interrupt means that
the normal processing of the microprocessor is halted (i.e., interrupted) while the input/output is com-
pleted. In order to resume normal processing, the microprocessor needs to store the contents of its registers
before the interrupt is serviced. This process includes saving all active register contents to a stack, a part
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of RAM designated for this purpose, in a process known as a push. After a push, the microprocessor can
then load the address of the Interrupt Service Routine and complete the input/output. When that portion
of code is complete, the contents of the stack are reloaded to the registers in an operation known as a
Pop (or Pull) and normal processing resumes.

Input and Output Transmission

Once the input or output is ready for transmission, there are several modes that can be used. First, data
can be moved in either parallel or serial mode. Parallel mode means that multiple bits (e.g., 16 bits) move
in parallel down a multiple pathway or bus from source to destination. Serial mode means that the bits
move one at a time, in a series, down a single pathway. Parallel mode traffic is faster in that multiple bits
are moving together, but the number of pathways is a limiting factor. For this reason parallel mode is usually
used for components located close to one another while serial transmission is used if any distance is involved.

Serial data transmission can also be differentiated by being asynchronous or synchronous. Asynchro-
nous data transmission uses separate clocks between the sender and receiver of data. Since these clocks
are not synchronized, additional bits called start and stop bits are required to designate the boundaries
of the bytes being sent. Synchronous data transmission uses a common or synchronized timing source.
Start and stop bits are thus not needed, and overall throughput is increased.

A third way of differentiating data transmission is by direction. A simplex line is a one direction only
pathway. Data from a sensor to the microcontroller may use simplex mode. Half-duplex mode allows
two-way traffic, but only one direction at a time. This requires a form of flow control to avoid data
transmission errors. Full-duplex mode allows two-way simultaneous transmission of data.

The agreement between sending and receiving units regarding the parameters of data transmission
(including transmission speed) is known as handshaking.

HC12 Microcontroller Input-Output Subsystems

There are four input—output subsystems on the Motorola HC12 microcontroller that can be used to
exemplify the data transmission section above.

The serial communications interface (SCI) is an asynchronous serial device available on the HC12. It can
be either polled or interrupt driven and is intended for communication between remote devices. Related to
SCI is the serial peripheral interface (SPI). SPI is a synchronous serial interface. It is intended for commu-
nication between units that support SPI like a network of multiple microcontrollers. Because of the synchro-
nization of timing that is required, SPI uses a system of master/slave relationships between microcontrollers.

The pulse width modulation (PWM) subsystem is often used for motor and solenoid control. Using
registers that are mapped to both the PWM unit and the microprocessor, a PWM output can be com-
manded by setting values for the period and duty cycle in the proper registers. This will result in a
particular on-time and off-time voltage command.

Last, the serial in-circuit debugger (SDI) allows the microcontroller to connect to a PC for checking
and modifying embedded software.

Microcontroller Network Systems

There is one last topic that should be mentioned in this section on inputs and outputs. Mechatronic
systems often work with other systems in a network. Data and commands are thus transmitted from
one system to another. While there are many different protocols, both open and proprietary, that could
be mentioned about this networking, two will serve our purposes. The first is the manufacturing auto-
mation protocol (MAP) that was developed by General Motors Corporation. This system is based on
the ISO Open Systems Interconnection (OSI) model and is especially designed for computer integrated
manufacturing (CIM) and multiple PLCs. The second is the controller area network (CAN). This
standard for serial communications was developed by Robert Bosch GmbH for use among embedded
systems in a car.
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3.8 Software Control

Systems Engineering

Systems engineering is the systems approach to the design and development of products and systems. As
shown in Fig. 3.10, a drawing that shows the relationships of the major engineering competencies with
mechatronics, the systems engineering competency encompasses the mechanical, electrical, and software
competencies. There are several important tasks for the systems engineers to perform, starting with
requirements gathering and continuing through final product and system verification and validation.
After requirements gathering and analysis, the systems engineers should partition requirements func-
tionality between mechanical, electrical, and software components, in consultation with the three
competencies involved. This is part of the implementation of concurrent engineering. As also shown
by the figure, software is an equal partner in the development of a mechatronic system. It is not an
add-on to the system and it is not free, the two opinions that were sometimes held in the past by
engineering management. While the phrase “Hardware adds cost, software adds value” is not entirely
true either, sometimes software engineers felt that their competency was not given equal weight with
the traditional engineering disciplines. And one last comment—many mechatronic systems are safety
related, such as an air bag system in a car. It is as important for the software to be as fault tolerant as
the hardware.

Software Engineering

Software engineering is concerned with both the final mechatronic “product” and the mechatronic
development process. Two basic approaches are used with process, with many variations upon these
approaches. One is called the “waterfall” method, where the process moves (falls) from one phase to
another (e.g., analysis to design) with checkpoints along the way. The other method, the “spiral” approach,
is often used when the requirements are not as well fixed. In this method there is prototyping, where the
customers and/or systems engineers refine requirements as more information about the system becomes
known. In either approach, once the requirements for the software portion of the mechatronic system
are documented, the software engineers should further partition functionality as part of software design.
Metrics as to development time, development cost, memory usage, and throughput should also be
projected and recorded. Here is where the Software Engineering Institute’s Capability Maturity Model
(SEI CMM) levels can be used for guidance. It is a truism that software is almost never developed as
easily as estimated, and that a system can remain at the “90% complete” level for most of the development
life cycle. The first solution attempted to solve this problem is often assigning more software engineers
onto the project. This does not always work, however, because of the learning curve of the new people,
as stated by Frederick Brooks in his important book The Mythical Man Month (Addison-Wesley 1995).

©2002 CRC PressLLC



System Requirements
Strategic Controls
Tactical Controls

Operational Controls

Hardware Service
Hardware Drivers

Hardware Interfaces

il

Hardware Sensors,
Actuators, and
FIGURE 3.11 Mechatronic software layering. Peripherals

Software Design

Perhaps the most important part of the software design for a mechatronic system can be seen from the
hierarchy in Fig. 3.11. Ranging from requirements at the top to hardware at the bottom, this layering
serves several purposes. The most important is that it separates mechatronic functionality from imple-
mentation. Quite simply, an upper layer should not be concerned with how a lower layer is actually
performing a task. Each layer instead is directed by the layer above and receives a service or status from a
layer below it. To cross more than one layer boundary is bad technique and can cause problems later in
the process. Remember that this process abstraction is quite useful, for a mechatronic system has mechan-
ical, electrical, and software parts all in concurrent development. A change in a sensor or actuator interface
should only require a change at the layer immediately above, the driver layer. There is one last reason for
using a hierarchical model such as this. In the current business climate, it is unlikely that the people
working at the various layers will be collocated. Instead, it is not uncommon for development to be taking
place in multiple locations in multiple countries. Without a crisp division of these layers, chaos can result.

For more information on these and many other topics in software engineering such as coupling,
cohesion, and software reuse, please refer to Chapter 49 of this handbook, Roger Pressman’s book Software
Engineering: A Practitioner’s Approach 5th Edition (McGraw Hill 2000), and Steve McConnell’s book Code
Complete (Microsoft Press 1993).

3.9 Testing and Instrumentation

Verification and Validation

Verification and validation are related tasks that should be completed throughout the life cycle of the
mechatronic product or system. Boehm in his book Software Engineering Economics (Prentice-Hall 1988)
describes verification as “building the product right” while validation is “building the right product.” In
other words, verification is the testing of the software and product to make sure that it is built to the
design. Validation, on the other hand, is to make sure the software or product is built to the requirements
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from the customer. As mentioned, verification and validation are life cycle tasks, not tasks completed just
before the system is set for production. One of the simplest and most useful techniques is to hold hardware
and software validation and verification reviews. Validation design reviews of hardware and software should
include the systems engineers who have the best understanding of the customer requirements. Verification
hardware design and software code reviews, or peer reviews, are an excellent means of finding errors
upstream in the development process. Managers may have to decide whether to allocate resources
upstream, when the errors are easier to fix, or downstream, when the ramifications can be much more
drastic. Consider the difference between a code review finding a problem in code, and having the author
change it and recompile, versus finding a problem after the product has been sold and in the field, where
an expensive product recall may be required.

Debuggers

Edsgar Dijkstra, a pioneer in the development of programming as a discipline, discouraged the terms
“bug” and “debug,” and considered such terms harmful to the status of software engineering. They are,
however, used commonly in the field. A debugger is a software program that allows a view of what is
happening with the program code and data while the program is executing. Generally it runs on a PC
that is connected to a special type of development microcontroller called an emulator. While debuggers
can be quite useful in finding and correcting errors in code, they are not real-time, and so can actually
create computer operating properly (COP) errors. However, if background debug mode (BDM) is available
on the microprocessor, the debugger can be used to step through the algorithm of the program, making
sure that the code is operating as expected. Intermediate and final variable values, especially those related
to some analog input or output value, can be checked. Most debuggers allow multiple open windows, the
setting of program execution break points in the code, and sometimes even the reflashing of the program
into the microcontroller emulator. An example is the Noral debugger available for the Motorola HC12.

The software in the microcontroller can also check itself and its hardware. By programming in a
checksum, or total, of designated portions of ROM and/or EEPROM, the software can check to make
sure that program and data are correct. By alternately writing and reading 0x55 and 0xAA to RAM (the
“checkerboard test”), the program can verify that RAM and the bus are operating properly. These startup
tasks should be done with every product operation cycle.

Logic Analyzer

A logic analyzer is a device for nonintrusive monitoring and testing of the microcontroller. It is usually
connected to both the microcontroller and a simulator. While the microcontroller is running its program
and processing data, the simulator is simulating inputs and displaying outputs of the system. A “trigger
word” can be entered into the logic analyzer. This is a bit pattern that will be on one of the buses monitored
by the logic analyzer. With this trigger, the bus traffic around that point of interest can be captured and
stored in the memory of the analyzer. An inverse assembler in the analyzer allows the machine code on the
bus to be seen and analyzed in the form of the assembly level commands of the program. The analyzer can
also capture the analog outputs of the microcontroller. This could be used to verify that the correct PWM
duty cycle is being commanded. The simulator can introduce shorts or opens into the system, then the
analyzer is used to see if the software correctly responds to the faults. The logic analyzer can also monitor
the master loop of the system, making sure that the system completes all of its tasks within a designated
time, e.g., 15 ms. An example of a logic analyzer is the Hewlett Packard HP54620.

3.10 Summary

This chapter introduced a number of topics regarding a mechatronic system. These topics included not
just mechatronic input, output, and processing, but also design, development, and testing. Future chapters
will cover all of this material in much greater detail.
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4.1 Introduction to Microelectronics

The field of microelectronics has changed dramatically during the last two decades and digital technology
has governed most of the application fields in electronics. The design of digital systems is supported by
thousands of different integrated circuits supplied by many manufacturers across the world. This makes
both the design and the production of electronic products much easier and cost effective. The permanent
growth of integrated circuit speed, scale of integration, and reduction of costs have resulted in digital
circuits being used instead of classical analog solutions of controllers, filters, and (de)modulators.

The growth in computational power can be demonstrated with the following example. One single-
chip microcontroller has the computational power equal to that of one 1992 vintage computer notebook.
This single-chip microcontroller has the computational power equal to four 1981 vintage IBM personal
computers, or to two 1972 vintage IBM 370 mainframe computers.

Digital integrated circuits are designed to be universal and are produced in large numbers. Modern
integrated circuits have many upgraded features from earlier designs, which allow for “user-friendlier”
access and control. As the parameters of Integrated circuits (ICs) influence not only the individually
designed IC, but all the circuits that must cooperate with it, a roadmap of the future development of IC
technology is updated every year. From this roadmap we can estimate future parameters of the ICs, and
adapt our designs to future demands. The relative growth of the number of integrated transistors on a
chip is relatively stable. In the case of memory elements, it is equal to approximately 1.5 times the current
amount. In the case of other digital ICs, it is equal to approximately 1.35 times the current amount.

In digital electronics, we use quantities called logical values instead of the analog quantities of voltage
and current. Logical variables usually correspond to the voltage of the signal, but they have only two
values: log.1 and log.0. If a digital circuit processes a logical variable, a correct value is recognized because
between the logical value voltages there is a gap (see Fig. 4.1). We can arbitrarily improve the resolution
of signals by simply using more bits.
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FIGURE 4.2 A finite state automaton: X—input binary vector, Y—output binary vector, Q—internal state vector.

4.2 Digital Logic

Digital circuits are composed of logic gates, such as elementary electronic circuits operating in only two
states. These gates operate in such a way that the resulting logical value corresponds to the resulting value
of the Boolean algebra statements. This means that with the help of gates we can realize every logical
and arithmetical operation. These operations are performed in combinational circuits for which the
resulting value is dependent only on the actual state of the inputs variables. Of course, logic gates are
not enough for automata construction. For creating an automaton, we also need some memory elements
in which we capture the responses of the arithmetical and logical blocks.

A typical scheme of a digital finite state automaton is given in Fig. 4.2. The automata can be constructed
from standard ICs containing logic gates, more complex combinational logic blocks and registers,
counters, memories, and other standard sequential ICs assembled on a printed circuit board. Another
possibility is to use application specific integrated circuits (ASIC), either programmable or full custom,
for a more advanced design. This approach is suitable for designs where fast hardware solutions are
preferred. Another possibility is to use microcontrollers that are designed to serve as universal automata,
which function can be specified by memory programming.

4.3 Overview of Control Computers

Huge, complex, and power-consuming single-room mainframe computers and, later, single-case mini-
computers were primarily used for scientific and technical computing (e.g., in FORTRAN, ALGOL) and
for database applications (e.g., in COBOL). The invention in 1971 of a universal central processing unit
(CPU) in a single chip microprocessor caused a revolution in the computer technology. Beginning in
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FIGURE 4.3 Example of a small mechatronic system: The ALAMBETA device for measurement of thermal prop-
erties of fabrics and plastic foils (manufactured by SENSORA, Czech Republic). It employs a unique measuring
method using extra thin heat flow sensors, sample thickness measurement incorporated into a head drive, micro-
processor control, and connection with a PC.

1981, multi-boxes (desktop or tower case, monitor, keyboard, mouse) or single-box (notebook) micro-
computers became a daily-used personal tool for word processing, spreadsheet calculation, game playing,
drawing, multimedia processing, and presentations. When connected in a local area network (LAN) or
over the Internet, these “personal computers (PCs)” are able to exchange data and to browse the World
Wide Web (WWW).

Besides these “visible” computers, many embedded microcomputers are hidden in products such as
machines, vehicles, measuring instruments, telecommunication devices, home appliances, consumer
electronic products (cameras, hi-fi systems, televisions, video recorders, mobile phones, music instru-
ments, toys, air-conditioning). They are connected with sensors, user interfaces (buttons and displays),
and actuators. Programmability of such controllers brings flexibility to the devices (function program
choice), some kind of intelligence (fuzzy logic), and user-friendly action. It ensures higher reliability and
easier maintenance, repairs, (auto)calibration, (auto)diagnostics, and introduces the possibility of their
interconnection—mutual communication or hierarchical control in a whole plant or in a smart house.
A photograph of an electrically operated instrument is given in Fig. 4.3.

Embedded microcomputers are based on the Harvard architecture where code and data memories are
split. Firmware (program code) is cross-compiled on a development system and then resides in a non-
volatile memory. In this way, a single main program can run immediately after a supply is switched on.
Relatively expensive and shock sensitive mechanical memory devices (hard disks) and vacuum tube
monitors have been replaced with memory cards or solid state disks (if an archive memory is essential)
and LED segment displays or LCDs. A PC-like keyboard can be replaced by a device/function specifically
labeled key set and/or common keys (arrows, Enter, Escape) completed with numeric keys, if necessary.
Such key sets, auxiliary switches, large buttons, the main switch, and display can be located in water and
dust resistant operator panels.

Progress in circuit integration caused fast development of microcontrollers in the last two decades.
Code memory, data memory, clock generator, and a diverse set of peripheral circuits are integrated with
the CPU (Fig. 4.4) to insert such complete single-chip microcomputers into an application specific PCB.

Digital signal processors (DSPs) are specialized embedded microprocessors with some on-chip periph-
erals but with external ADC/DAC, which represent the most important input/output channel. DSPs have
a parallel computing architecture and a fixed point or floating point instruction set optimized for typical
signal processing operations such as discrete transformations, filtering, convolution, and coding. We can
find DSPs in applications like sound processing/generation, sensor (e.g., vibration) signal analysis,
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FIGURE 4.4 Block diagram of a microcontroller.

telecommunications (e.g., bandpass filter and digital modulation/demodulation in mobile phones, com-
munication transceivers, modems), and vector control of AC motors.

Mass production (i.e., low cost), wide-spread knowledge of operation, comprehensive access to soft-
ware development and debugging tools, and millions of ready-to-use code lines make PCs useful for
computing-intensive measurement and control applications, although their architecture and operating
systems are not well suited for this purpose.

As a result of computer expansion, there exists a broad spectrum of computing/processing means from
powerful workstations, top-end PCs and VXI systems (64/32 bits, over 1000 MFLOPS/MIPS, 1000 MB of
memory, input power over 100 W, cost about $10,000), downwards to PC-based computer cards/modules
(32 bits, 100-300 MFLOPS/MIPS, 10-100 MB, cost less than $1000). Microprocessor cards/modules
(16/8 bits, 10-30 MIPS, 1 MB, cost about $100), complex microcontroller chips (16/8 bits, 10-30 MIPS,
10-100 KB, cost about $10), and simple 8-pin microcontrollers (8 bits, 1-5 MIPS, 1 KB, 10 mW, cost
about $1) are also available for very little money.

4.4 Microprocessors and Microcontrollers

There is no strict border between microprocessors and microcontrollers because certain chips can access
external code and/or data memory (microprocessor mode) and are equipped with particular peripheral
components.

Some microcontrollers have an internal RC oscillator and do not need an external component. How-
ever, an external quartz or ceramic resonator or RC network is frequently connected to the built-in, active
element of the clock generator. Clock frequency varies from 32 kHz (extra low power) up to 75 MHz.
Another auxiliary circuit generates the reset signal for an appropriate period after a supply is turned on.
Watchdog circuits generate chip reset when a periodic retriggering signal does not come in time due to
a program problem. There are several modes of consumption reduction activated by program instructions.

Complexity and structure of the interrupt system (total number of sources and their priority level
selection), settings of level/edge sensitivity of external sources and events in internal (i.e., peripheral)
sources, and handling of simultaneous interrupt events appear as some of the most important criteria
of microcontroller taxonomy.

Although 16- and 32-bit microcontrollers are engaged in special, demanding applications (servo-unit
control), most applications employ 8-bit chips. Some microcontrollers can internally operate with a 16-bit
or even 32-bit data only in fixed-point range—microcontrollers are not provided with floating point unit
(FPU). New microcontroller families are built on RISC (Reduced Instruction Set) core executing due to
pipelining one instruction per few clock cycles or even per each cycle.
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One can find further differences in addressing modes, number of direct accessible registers, and type
of code memory (ranging from 1 to 128 KB) that are important from the view of firmware development.
Flash memory enables quick and even in-system programming (ISP) using 3—5 wires, whereas classical
EPROM makes chips more expensive due to windowed ceramic packaging. Some microcontrollers have
built-in boot and debug capability to load code from a PC into the flash memory using UART (Universal
Asynchronous Receiver/Transmitter) and RS-232C serial line. OTP (One Time Programmable) EPROM
or ROM appear effective for large production series. Data EEPROM (from 64 B to 4 KB) for calibration
constants, parameter tables, status storage, and passwords that can be written by firmware stand beside
the standard SRAM (from 32 B to 4 KB).

The range of peripheral components is very wide. Every chip has bidirectional I/O (input/output) pins
associated in 8-bit ports, but they often have an alternate function. Certain chips can set an input decision
level (TTL, MOS, or Schmitt trigger) and pull-up or pull-down current sources. Output drivers vary in
open collector or tri-state circuitry and maximal currents.

At least one 8-bit timer/counter (usually provided with a prescaler) counts either external events
(optional pulses from an incremental position sensor) or internal clocks, to measure time intervals, and
periodically generates an interrupt or variable baud rate for serial communication. General purpose 16-bit
counters and appropriate registers form either capture units to store the time of input transients or
compare units that generate output transients as a stepper motor drive status or PWM (pulse width
modulation) signal. A real-time counter (RTC) represents a special kind of counter that runs even in
sleep mode. One or two asynchronous and optionally synchronous serial interfaces (UART/USART)
communicate with a master computer while other serial interfaces like SPI, CAN, and I°C control other
specific chips employed in the device or system.

Almost every microcontroller family has members that are provided with an A/D converter and a
multiplexer of single-ended inputs. Input range is usually unipolar and equal to supply voltage or rarely to
the on-chip voltage reference. The conversion time is given by the successive approximation principle of
ADC, and the effective number of bits (ENOB) usually does not reach the nominal resolution 8, 10, or 12 bits.

There are other special interface circuits, such as field programmable gate array (FPGA), that can be
configured as an arbitrary digital circuit.

Microcontroller firmware is usually programmed in an assembly language or in C language. Many
software tools, including chip simulators, are available on websites of chip manufacturers or third-party
companies free of charge. A professional integrated development environment and debugging hardware
(in-circuit emulator) is more expensive (thousands of dollars). However, smart use of an inexpensive
ROM simulator in a microprocessor system or a step-by-step development cycle using an ISP programmer
of flash microcontroller can develop fairly complex applications.

4.5 Programmable Logic Controllers

A programmable logic controller (PLC) is a microprocessor-based control unit designed for an industrial
installation (housing, terminals, ambient resistance, fault tolerance) in a power switchboard to control
machinery or an industrial process. It consists of a CPU with memories and an I/O interface housed
either in a compact box or in modules plugged in a frame and connected with proprietary buses. The
compact box starts with about 16 I/O interfaces, while the module design can have thousands of I/O
interfaces. Isolated inputs usually recognize industrial logic, 24 V DC or main AC voltage, while outputs
are provided either with isolated solid state switches (24 V for solenoid valves and contactors) or with
relays. Screw terminal boards represent connection facilities, which are preferred in PLCs to wire them
to the controlled systems. I/O logical levels can be indicated with LEDs near to terminals.

Since PLCs are typically utilized to replace relays, they execute Boolean (bit, logical) operations and
timer/counter functions (a finite state automaton). Analog I/O, integer or even floating point arithmetic,
PWM outputs, and RTC are implemented in up-to-date PLCs. A PLC works by continually scanning a
program, such as machine code, that is interpreted by an embedded microprocessor (CPU). The scan
time is the time it takes to check the input status, to execute all branches (all individual rungs of a ladder
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diagram) of the program using internal (state) bit variables if any, and to update the output status.

The scan time is dependent on the complexity of the program (milliseconds or tens of msec). The next

scan operation either follows the previous one immediately (free running) or starts periodically.
Programming languages for PLCs are described in IEC-1131-3 nomenclature:

LD—Iladder diagram (see Fig. 4.5)

IL—instruction list (an assembler)

SFC—sequential function chart (usually called by the proprietary name GRAFCET)
ST—structured text (similar to a high level language)

FBD—function block diagram

PLCs are programmed using cross-compiling and debugging tools running on a PC or with programming
terminals (usually using IL), both connected with a serial link. Remote operator panels can serve as a
human-to-machine interface. A new alternate concept (called SoftPLC) consists of PLC-like I/O modules
controlled by an industrial PC, built in a touch screen operator panel.

4.6 Digital Communications

Intercommunication among mechatronics subsystems plays a key role in their engagement of applica-
tions, both of fixed and flexible configuration (a car, a hi-fi system, a fixed manufacturing line versus a
flexible plant, a wireless pico-net of computer peripheral devices). It is clear that digital communication
depends on the designers demands for the amount of transferred data, the distance between the systems,
and the requirements on the degree of data reliability and security.

The signal is represented by alterations of amplitude, frequency, or phase. This is accomplished by
changes in voltage/current in metallic wires or by electromagnetic waves, both in radiotransmission and
infrared optical transmission (either “wireless” for short distances or optical fibers over fairly long
distances). Data rate or bandwidth varies from 300 b/s (teleprinter), 3.4 kHz (phone), 144 kb/s (ISDN)
to tens of Mb/s (ADSL) on a metallic wire (subscriber line), up to 100 Mb/s on a twisted pair (LAN),
about 30—100 MHz on a microwave channel, 1 GHz on a coaxial cable (trunk cable network, cable TV),
and up to tens of Gb/s on an optical cable (backbone network).

Data transmission employs complex methods of digital modulation, data compression, and data
protection against loss due to noise interference, signal distortion, and dropouts. Multilayer standard
protocols (ISO/OSI 7-layer reference model or Internet 4-layer group of protocols including well-known
TCP/IP), “partly hardware, partly software realized,” facilitate an understanding between communication
systems. They not only establish connection on a utilizable speed, check data transfer, format and
compress data, but can make communication transparent for an application. For example, no difference
can be seen between local and remote data sources. An example of a multilayer communication concept
is depicted in Fig. 4.6.
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FIGURE 4.6 Example of multilayer communication.

Depending on the number of users, the communication is done either point-to-point (RS-232C from
PC COM port to an instrument), point-to-multipoint (buses, networks), or even as a broadcasting
(radio). Data are transferred using either switched connection (telephone network) or packet switching
(computer networks, ATM). Bidirectional transmission can be full duplex (phone, RS-232C) or semi-
duplex (most of digital networks). Concerning the link topology, a star connection or a tree connection
employs a device (“master”) mastering communication in the main node(s). A ring connection usually
requires Token Passing method and a bus communication is controlled with various methods such as
Master-Slave pooling, with or without Token Passing, or by using an indeterministic access (CSMA/CD
in Ethernet).

An LPT PC port, SCSI for computer peripherals, and GPIB (IEEE-488) for instrumentation serve as
examples of parallel (usually 8-bit) communication available for shorter distances (meters). RS-232C,
RS-485, I°C, SPI, USB, and Firewire (IEEE-1394) represent serial communication, some of which can
bridge long distance (up to 1 km). Serial communication can be done either asynchronously using start
and stop bits within transfer frame or synchronously using included synchronization bit patterns, if
necessary. Both unipolar and bipolar voltage levels are used to drive either unbalanced lines (LPT, GPIB
vs. RS-232C) or balanced twisted-pair lines (CAN vs. RS-422, RS-485).

©2002 CRC PressLLC



An Introduction
to Micro- and
Nanotechnology

5.1 Introduction
The Physics of Scaling * General Mechanisms of
Electromechanical Transduction * Sensor and Actuator
Michael Goldfarb Transduction Characteristics

Vanderbilt University 5.2  Microactuators

. Electrostatic Actuation * Electromagnetic Actuation
Alvin Strauss 8

Vanderbilt University 5.3 Microsensors

Strain + Pressure * Acceleration * Force * Angular Rate
Eric J. Barth Sensing (Gyroscopes)
Vanderbilt University 5.4 Nanomachines

5.1 Introduction

Originally arising from the development of processes for fabricating microelectronics, micro-scale devices
are typically classified according not only to their dimensional scale, but their composition and manu-
facture. Nanotechnology is generally considered as ranging from the smallest of these micro-scale devices
down to the assembly of individual molecules to form molecular devices. These two distinct yet over-
lapping fields of microelectromechanical systems (MEMS) and nanosystems or nanotechnology share a
common set of engineering design considerations unique from other more typical engineering systems.
Two major factors distinguish the existence, effectiveness, and development of micro-scale and nano-
scale transducers from those of conventional scale. The first is the physics of scaling and the second is
the suitability of manufacturing techniques and processes. The former is governed by the laws of physics
and is thus a fundamental factor, while the latter is related to the development of manufacturing
technology, which is a significant, though not fundamental, factor. Due to the combination of these
factors, effective micro-scale transducers can often not be constructed as geometrically scaled-down
versions of conventional-scale transducers.

The Physics of Scaling

The dominant forces that influence micro-scale devices are different from those that influence their
conventional-scale counterparts. This is because the size of a physical system bears a significant influence
on the physical phenomena that dictate the dynamic behavior of that system. For example, larger-scale
systems are influenced by inertial effects to a much greater extent than smaller-scale systems, while smaller
systems are influenced more by surface effects. As an example, consider small insects that can stand on
the surface of still water, supported only by surface tension. The same surface tension is present when
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humans come into contact with water, but on a human scale the associated forces are typically insignif-
icant. The world in which humans live is governed by the same forces as the world in which these insects
live, but the forces are present in very different proportions. This is due in general to the fact that inertial
forces typically act in proportion to volume, and surface forces typically in proportion to surface area.
Since volume varies with the third power of length and area with the second, geometrically similar but
smaller objects have proportionally more area than larger objects.

Exact scaling relations for various types of forces can be obtained by incorporating dimensional analysis
techniques [1-5]. Inertial forces, for example, can be dimensionally represented as F; = rL’%, where F,
is a generalized inertia force, p is the density of an object, L is a generalized length, and x is a displacement.
This relationship forms a single dimensionless group, given by
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Scaling with geometric and kinematic similarity can be expressed as
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where L represents the length scale, x the kinematic scale, ¢ the time scale, the subscript o the original
system, and the s represents the scaled system. Since physical similarity requires that the dimensionless
group (P) remain invariant between scales, the force relationship is given by F,/F, = N*, assuming that
the intensive property (density) remains invariant (i.e., 0, = 0,). An inertial force thus scales as N *, where
N is the geometric scaling factor. Alternately stated, for an inertial system that is geometrically smaller
by a factor of N, the force required to produce an equivalent acceleration is smaller by a factor of N *. A
similar analysis shows that viscous forces, dimensionally represented by F, = tLx, scale as N, assuming
the viscosity { remains invariant, and elastic forces, dimensionally represented by F, = ELx, scale as N,
assuming the elastic modulus E remains invariant. Thus, for a geometrically similar but smaller system,
inertial forces will become considerably less significant with respect to viscous and elastic forces.

General Mechanisms of Electromechanical Transduction

The fundamental mechanism for both sensing and actuation is energy transduction. The primary forms
of physical electromechanical transduction can be grouped into two categories. The first is multicomponent
transduction, which utilizes “action at a distance” behavior between multiple bodies, and the second is
deformation-based or solid-state transduction, which utilizes mechanics-of-material phenomena such as
crystalline phase changes or molecular dipole alignment. The former category includes electromagnetic
transduction, which is typically based upon the Lorentz equation and Faraday’s law, and electrostatic
interaction, which is typically based upon Coulomb’s law. The latter category includes piezoelectric effects,
shape memory alloys, and magnetostrictive, electrostrictive, and photostrictive materials. Although mate-
rials exhibiting these properties are beginning to be seen in a limited number of research applications,
the development of micro-scale systems is currently dominated by the exploitation of electrostatic and
electromagnetic interactions. Due to their importance, electrostatic and electromagnetic transduction is
treated separately in the sections that follow.

Sensor and Actuator Transduction Characteristics

Characteristics of concern for both microactuator and microsensor technology are repeatability, the
ability to fabricate at a small scale, immunity to extraneous influences, sufficient bandwidth, and if
possible, linearity. Characteristics typically of concern specifically for microactuators are achievable force,
displacement, power, bandwidth (or speed of response), and efficiency. Characteristics typically of con-
cern specifically for microsensors are high resolution and the absence of drift and hysteresis.
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5.2 Microactuators

Electrostatic Actuation

The most widely utilized multicomponent microactuators are those based upon electrostatic transduc-
tion. These actuators can also be regarded as a variable capacitance type, since they operate in an
analogous mode to variable reluctance type electromagnetic actuators (e.g., variable reluctance stepper
motors). Electrostatic actuators have been developed in both linear and rotary forms. The two most
common configurations of the linear type of electrostatic actuators are the normal-drive and tangential
or comb-drive types, which are illustrated in Figs. 5.1 and 5.2, respectively. Note that both actuators are
suspended by flexures, and thus the output force is equal to the electrostatic actuation force minus the
elastic force required to deflect the flexure suspension. The normal-drive type of electrostatic microac-
tuator operates in a similar fashion to a condenser microphone. In this type of drive configuration, the
actuation force is given by

; eAV’
* Tt

where A is the total area of the parallel plates, € is the permittivity of air, v is the voltage across the plates,
and x is the plate separation. The actuation force of the comb-drive configuration is given by

ewv’
Fo =74

where w is the width of the plates, € is the permittivity of air, v is the voltage across the plates, and d is
the plate separation. Dimensional examination of both relations indicates that force is independent of
geometric and kinematic scaling, that is, for an electrostatic actuator that is geometrically and kinemat-
ically reduced by a factor of N, the force produced by that actuator will be the same. Since forces associated
with most other physical phenomena are significantly reduced at small scales, micro-scale electrostatic
forces become significant relative to other forces. Such an observation is clearly demonstrated by the fact
that all intermolecular forces are electrostatic in origin, and thus the strength of all materials is a result
of electrostatic forces [6].

The maximum achievable force of multicomponent electrostatic actuators is limited by the dielectric
breakdown of air, which occurs in dry air at about 0.8 X 10° V/m. Fearing [7] estimates that the upper
limit for force generation in electrostatic actuation is approximately 10 N/cm”. Since electrostatic drives

?

FIGURE 5.1 Schematic of a normal-drive electrostatic
actuator.

Wx

FIGURE 5.2 Comb-drive electrostatic actuator. Ener-
gizing an electrode provides motion toward that electrode.

©2002 CRC PressLLC



do not have any significant actuation dynamics, and since the inertia of the moving member is usually
small, the actuator bandwidth is typically quite large, on the order of a kilohertz.

The maximum achievable stroke for normal configuration actuators is limited by the elastic region of the
flexure suspension and additionally by the dependence of actuation force on plate separation, as given by the
above stated equations. According to Fearing, a typical stroke for a surface micromachined normal config-
uration actuator is on the order of a couple of microns. The achievable displacement can be increased by
forming a stack of normal-configuration electrostatic actuators in series, as proposed by Bobbio et al. [8,9].

The typical stroke of a surface micromachined comb actuator is on the order of a few microns, though
sometimes less. The maximum achievable stroke in a comb drive is limited primarily by the mechanics
of the flexure suspension. The suspension should be compliant along the direction of actuation to enable
increased displacement, but must be stiff orthogonal to this direction to avoid parallel plate contact due
to misalignment. These modes of behavior are unfortunately coupled, so that increased compliance along
the direction of motion entails a corresponding increase in the orthogonal direction. The net effect is that
increased displacement requires increased plate separation, which results in decreased overall force.

The most common configurations of rotary electrostatic actuators are the variable capacitance motor
and the wobble or harmonic drive motor, which are illustrated in Figs. 5.3 and 5.4, respectively. Both
motors operate in a similar manner to the comb-drive linear actuator. The variable capacitance motor
is characterized by high-speed low-torque operation. Useful levels of torque for most applications there-
fore require some form of significant micromechanical transmission, which do not presently exist. The
rotor of the wobble motor operates by rolling along the stator, which provides an inherent harmonic-
drive-type transmission and thus a significant transmission ratio (on the order of several hundred times).
Note that the rotor must be well insulated to roll along the stator without electrical contact. The drawback
to this approach is that the rotor motion is not concentric with respect to the stator, which makes the
already difficult problem of coupling a load to a micro-shaft even more difficult.

Examples of normal type linear electrostatic actuators are those by Bobbio et al. [8,9] and Yamaguchi
et al. [10]. Examples of comb-drive electrostatic actuators are those by Kim et al. [11] and Matsubara
et al. [12], and a larger-scale variation by Niino et al. [13]. Examples of variable capacitance rotary elec-
trostatic motors are those by Huang et al. [14], Mehragany et al. [15], and Trimmer and Gabriel [16].

2

FIGURE5.3  Variable capacitance type electrostatic
motor. Opposing pairs of electrodes are energized se- Va
quentially to rotate the rotor.

FIGURE 5.4 Harmonic drive type electrostatic motor.
Adjacent electrodes are energized sequentially to roll the
(insulated) rotor around the stator.
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Examples of harmonic-drive motors are those by Mehragany et al. [17,18], Price et al. [19], Trimmer
and Jebens [20,21], and Furuhata et al. [22]. Electrostatic microactuators remain a subject of research
interest and development, and as such are not yet available on the general commercial market.

Electromagnetic Actuation

Electromagnetic actuation is not as omnipresent at the micro-scale as at the conventional-scale. This
probably is due in part to early skepticism regarding the scaling of magnetic forces, and in part to the
fabrication difficulty in replicating conventional-scale designs. Most electromagnetic transduction is
based upon a current carrying conductor in a magnetic field, which is described by the Lorentz equation:

dF = 1dIxB

where F is the force on the conductor, I is the current in the conductor, [ is the length of the conductor,
and B is the magnetic flux density. In this relation, the magnetic flux density is an intensive variable and
thus (for a given material) does not change with scale. Scaling of current, however, is not as simple. The
resistance of wire is given by

P_l
R:A

where p is the resistivity of the wire (an intensive variable), / is the length, and A the cross-sectional area.
If a wire is geometrically decreased in size by a factor of N, its resistance will increase by a factor of N.
Since the power dissipated in the wire is I’R, assuming the current remains constant implies that the
power dissipated in the geometrically smaller wire will increase by a factor of N. Assuming the maximum
power dissipation for a given wire is determined by the surface area of the wire, a wire that is smaller by
a factor of N will be able to dissipate a factor of N° less power. Constant current is therefore a poor
assumption. A better assumption is that maximum current is limited by maximum power dissipation,
which is assumed to depend upon surface area of the wire. Since a wire smaller by a factor of N can
dissipate a factor of N° less power, the current in the smaller conductor would have to be reduced by a
factor of N Incorporating this into the scaling of the Lorentz equation, an electromagnetic actuator
that is geometrically smaller by a factor of N would exert a force that is smaller by a factor of N,
Trimmer and Jebens have conducted a similar analysis, and demonstrated that electromagnetic forces
scale as N* when assuming constant temperature rise in the wire, N”* when assuming constant heat
(power) flow (as previously described), and N when assuming constant current density [23,24]. In any
of these cases, the scaling of electromagnetic forces is not nearly as favorable as the scaling of electrostatic
forces. Despite this, electromagnetic actuation still offers utility in microactuation, and most likely scales
more favorably than does inertial or gravitational forces.

Lorentz-type approaches to microactuation utilize surface micromachined micro-coils, such as the one
illustrated in Fig. 5.5. One configuration of this approach is represented by the actuator of Inoue et al. [25],

FIGURE 5.5 Schematic of surface micromachined I_—_] [—:’
microcoil for electromagnetic actuation.
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FIGURE 5.6 Microcoil array for planar positioning of a permanent micromagnet, as described by Inoue et al. [25].
Each coil produces a field, which can either attract or repel the permanent magnet, as determined by the direction
of current. The magnet does not levitate, but rather slides on the insulated surface.

microcaoil flap X

/

stationary
electromagnet\~

FIGURE 5.7 Cantilevered microcoil flap as described by Liu et al. [26]. The interaction between the energized coil
and the stationary electromagnet deflects the flap upward or downward, depending on the direction of current
through the microcoil.

which utilizes current control in an array of microcoils to position a permanent micro-magnet in a plane,
as illustrated in Fig. 5.6. Another Lorentz-type approach is illustrated by the actuator of Liu et al. [26],
which utilizes current control of a cantilevered microcoil flap in a fixed external magnetic field to effect
deflection of the flap, as shown in Fig. 5.7. Liu reported deflections up to 500 ym and a bandwidth of
approximately 1000 Hz [26]. Other examples of Lorentz-type nonrotary actuators are those by Shinozawa
et al. [27], Wagner and Benecke [28], and Yanagisawa et al. [29]. A purely magnetic approach (i.e., not
fundamentally electromagnetic) is the work of Judy et al. [30], which in essence manipulates a flexure-
suspended permanent micromagnet by controlling an external magnetic field.

Ahn et al. [31] and Guckel et al. [32] have both demonstrated planar rotary variable-reluctance type
electromagnetic micromotors. A variable reluctance approach is advantageous because the rotor does not
require commutation and need not be magnetic. The motor of Ahn et al. incorporates a 12-pole stator and
10-pole rotor, while the motor of Guckel et al. utilizes a 6-pole stator and 4-pole rotor. Both incorporate
rotors of approximately 500 #m diameter. Guckel reports (no load) rotor speeds above 30,000 rev/min, and
Ahn estimates maximum stall torque at 1.2 UN m. As with electrostatic microactuators, microfabricated
electromagnetic actuators likewise remain a subject of research interest and development and as such are
not yet available on the general commercial market.

5.3 Microsensors

Since microsensors do not transmit power, the scaling of force is not typically significant. As with
conventional-scale sensing, the qualities of interest are high resolution, absence of drift and hysteresis,
achieving a sufficient bandwidth, and immunity to extraneous effects not being measured.
Microsensors are typically based on either measurement of mechanical strain, measurement of
mechanical displacement, or on frequency measurement of a structural resonance. The former two types

©2002 CRC PressLLC



are in essence analog measurements, while the latter is in essence a binary-type measurement, since the
sensed quantity is typically the frequency of vibration. Since the resonant-type sensors measure frequency
instead of amplitude, they are generally less susceptible to noise and thus typically provide a higher
resolution measurement. According to Guckel et al., resonant sensors provide as much as one hundred
times the resolution of analog sensors [33]. They are also, however, more complex and are typically more
difficult to fabricate.

The primary form of strain-based measurement is piezoresistive, while the primary means of displace-
ment measurement is capacitive. The resonant sensors require both a means of structural excitation as
well as a means of resonant frequency detection. Many combinations of transduction are utilized for
these purposes, including electrostatic excitation, capacitive detection, magnetic excitation and detection,
thermal excitation, and optical detection.

Strain

Many microsensors are based upon strain measurement. The primary means of measuring strain is via
piezoresistive strain gages, which is an analog form of measurement. Piezoresistive strain gages, also
known as semiconductor gages, change resistance in response to a mechanical strain. Note that piezo-
electric materials can also be utilized to measure strain. Recall that mechanical strain will induce an
electrical charge in a piezoelectric ceramic. The primary problem with using a piezoelectric material,
however, is that since measurement circuitry has limited impedance, the charge generated from a mechan-
ical strain will gradually leak through the measurement impedance. A piezoelectric material therefore
cannot provide reliable steady-state signal measurement. In constrast, the change in resistance of a
piezoresistive material is stable and easily measurable for steady-state signals. One problem with piezore-
sistive materials, however, is that they exhibit a strong strain-temperature dependence, and so must
typically be thermally compensated.

An interesting variation on the silicon piezoresistor is the resonant strain gage proposed by Ikeda et al.,
which provides a frequency-based form of measurement that is less susceptible to noise [34]. The resonant
strain gage is a beam that is suspended slightly above the strain member and attached to it at both ends.
The strain gage beam is magnetically excited with pulses, and the frequency of vibration is detected by
a magnetic detection circuit. As the beam is stretched by mechanical strain, the frequency of vibration
increases. These sensors provide higher resolution than typical piezoresistors and have a lower temper-
ature coefficient. The resonant sensors, however, require a complex three-dimensional fabrication tech-
nique, unlike the typical piezoresistors which require only planar techniques.

Pressure

One of the most commercially successful microsensor technologies is the pressure sensor. Silicon micro-
machined pressure sensors are available that measure pressure ranges from around one to several thou-
sand kPa, with resolutions as fine as one part in ten thousand. These sensors incorporate a silicon
micromachined diaphragm that is subjected to fluid (i.e., liquid or gas) pressure, which causes dilation
of the diaphragm. The simplest of these utilize piezoresistors mounted on the back of the diaphragm to
measure deformation, which is a function of the pressure. Examples of these devices are those by Fujii
et al. [35] and Mallon et al. [36]. A variation of this configuration is the device by Ikeda et al. Instead
of a piezoresistor to measure strain, an electromagnetically driven and sensed resonant strain gage, as
discussed in the previous section, is utilized [37]. Still another variation on the same theme is the
capacitive measurement approach, which measures the capacitance between the diaphragm and an
electrode that is rigidly mounted and parallel to the diaphragm. An example of this approach is by Nagata
et al. [38]. A more complex approach to pressure measurement is that by Stemme and Stemme, which
utilizes resonance of the diaphragm to detect pressure [39]. In this device, the diaphragm is capacitively
excited and optically detected. The pressure imposes a mechanical load on the diaphragm, which increases
the stiffness and, in turn, the resonant frequency.
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Acceleration

Another commercially successful microsensor is the silicon microfabricated accelerometer, which in
various forms can measure acceleration ranges from well below one to around a thousand meters per
square second (i.e., sub-g to several hundred g’s), with resolutions of one part in 10,000. These sensors
incorporate a micromachined suspended proof mass that is subjected to an inertial force in response to an
acceleration, which causes deflection of the supporting flexures. One means of measuring the deflection is
by utilizing piezoresistive strain gages mounted on the flexures. The primary disadvantage to this approach
is the temperature sensitivity of the piezoresistive gages. An alternative to measuring the deflection of the
proof mass is via capacitive sensing. In these devices, the capacitance is measured between the proof mass
and an electrode that is rigidly mounted and parallel. Examples of this approach are those by Boxenhorn
and Greiff [40], Leuthold and Rudolf [41], and Seidel et al. [42]. Still another means of measuring the
inertial force on the proof mass is by measuring the resonant frequency of the supporting flexures. The
inertial force due to acceleration will load the flexure, which will alter its resonant frequency. The frequency
of vibration is therefore a measure of the acceleration. These types of devices utilize some form of
transduction to excite the structural resonance of the supporting flexures, and then utilize some other
measurement technique to detect the frequency of vibration. Examples of this type of device are those
by Chang et al. [43], which utilize electrostatic excitation and capacitive detection, and by Satchell and
Greenwood [44], which utilize thermal excitation and piezoresistive detection. These types of acceler-
ometers entail additional complexity, but typically offer improved measurement resolution. Still another
variation of the micro-accelerometer is the force-balanced type. This type of device measures position
of the proof mass (typically by capacitive means) and utilizes a feedback loop and electrostatic or
electromagnetic actuation to maintain zero deflection of the mass. The acceleration is then a function
of the actuation effort. These devices are characterized by a wide bandwidth and high sensitivity, but are
typically more complex and more expensive than other types. Examples of force-balanced devices are
those by Chau et al. [45], and Kuehnel and Sherman [46], both of which utilize capacitive sensing and
electrostatic actuation.

Force

Silicon microfabricated force sensors incorporate measurement approaches much like the microfabricated
pressure sensors and accelerometers. Various forms of these force sensors can measure forces ranging on
the order of millinewtons to newtons, with resolutions of one part in 10,000. Mechanical sensing typically
utilizes a beam or a flexure support which is elastically deflected by an applied force, thereby transforming
force measurement into measurement of strain or displacement, which can be accomplished by piezore-
sistive or capacitive means. An example of this type of device is that of Despont et al., which utilizes
capacitive measurement [47]. Higher resolution devices are typically of the resonating beam type, in
which the applied force loads a resonating beam in tension. Increasing the applied tensile load results in
an increase in resonant frequency. An example of this type of device is that of Blom et al. [48].

Angular Rate Sensing (Gyroscopes)

A conventional-scale gyroscope utilizes the spatial coupling of the angular momentum-based gyroscopic
effect to measure angular rate. In these devices, a disk is spun at a constant high rate about its primary
axis, so that when the disk is rotated about an axis not colinear with the primary (or spin) axis, a torque
results in an orthogonal direction that is proportional to the angular velocity. These devices are typically
mounted in gimbals with low-friction bearings, incorporate motors that maintain the spin velocity, and
utilize strain gages to measure the gyroscopic torque (and thus angular velocity). Such a design would
not be appropriate for a microsensor due to several factors, some of which include the diminishing effect
of inertia (and thus momentum) at small scales, the lack of adequate bearings, the lack of appropriate
micromotors, and the lack of an adequate three-dimensional microfabrication processes. Instead, micro-
scale angular rate sensors are of the vibratory type, which incorporate Coriolis-type effects rather than
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FIGURE 5.8 Illustration of Coriolis acceleration, which
results from translation within a reference frame that is
rotating with respect to an inertial reference frame.
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FIGURE 5.9 Schematic of a vibratory gyroscope.

the angular momentum-based gyroscopic mechanics of conventional-scale devices. A Coriolis accelera-
tion results from linear translation within a coordinate frame that is rotating with respect to an inertial
reference frame. In particular, if the particle in Fig. 5.8 is moving with a velocity v within the frame xyz,
and if the frame xyz is rotating with an angular velocity of wwith respect to the inertial reference frame
XYZ, then a Coriolis acceleration will result equal to a, = 2w X v. If the object has a mass m, a Coriolis
inertial force will result equal to F. = -2m X v (minus sign because direction is opposite a_). A vibratory
gyroscope utilizes this effect as illustrated in Fig. 5.9. A flexure-suspended inertial mass is vibrated in the
x-direction, typically with an electrostatic comb drive. An angular velocity about the z-axis will generate
a Coriolis acceleration, and thus force, in the y-direction. If the “external” angular velocity is constant
and the velocity in the x-direction is sinusoidal, then the resulting Coriolis force will be sinusiodal, and
the suspended inertial mass will vibrate in the y-direction with an amplitude proportional to the angular
velocity. The motion in the y-direction, which is typically measured capacitively, is thus a measure of the
angular rate. Examples of these types of devices are those by Bernstein et al. [49] and Oh et al. [50]. Note
that though vibration is an essential component of these devices, they are not technically resonant sensors,
since they measure amplitude of vibration rather than frequency.

5.4 Nanomachines

Nanomachines are devices that range in size from the smallest of MEMS devices down to devices
assembled from individual molecules [51]. This section briefly introduces energy sources, structural
hierarchy, and the projected future of the assembly of nanomachines. Built from molecular components
performing individual mechanical functions, the candidates for energy sources to actuate nanomachines
are limited to those that act on a molecular scale. Regarding manufacture, the assembly of nanoma-
chines is by nature a one-molecule-at-a-time operation. Although microscopy techniques are currently
used for the assembly of nanostructures, self-assembly is seen as a viable means of mass production.
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In a molecular device a discrete number of molecular components are combined into a supramolecular
structure where each discrete molecular component performs a single function. The combined action of
these individual molecules causes the device to operate and perform its various functions. Molecular
devices require an energy source to operate. This energy must ultimately be used to activate the compo-
nent molecules in the device, and so the energy must be chemical in nature. The chemical energy can
be obtained by adding hydrogen ions, oxidants, etc., by inducing chemical reactions by the impingement
of light, or by the actions of electrical current. The latter two means of energy activation, photochemical
and electrochemical energy sources, are preferred since they not only provide energy for the operation
of the device, but they can also be used to locate and control the device. Additionally, such energy
transduction can be used to transmit data to report on the performance and status of the device. Another
reason for the preference for photochemical- and electrochemical-based molecular devices is that, as
these devices are required to operate in a cyclic manner, the chemical reactions that drive the system
must be reversible. Since photochemical and electrochemical processes do not lead to the accumulation
of products of reaction, they readily lend themselves to application in nanodevices.

Molecular devices have recently been designed that are capable of motion and control by photochemical
methods. One device is a molecular plug and socket system, and another is a piston-cylinder system [51].
The construction of such supramolecular devices belongs to the realm of the chemist who is adept at
manipulating molecules.

As one proceeds upwards in size to the next level of nanomachines, one arrives at devices assembled
from (or with) single-walled carbon nanotubes (SWNTs) and/or multi-walled carbon nanotubes
(MWNT5) that are a few nanometers in diameter. We will restrict our discussion to carbon nanotubes
(CNTs) even though there is an expanding database on nanotubes made from other materials, especially
bismuth. The strength and versatility of CNTs make them superior tools for the nanomachine design
engineer. They have high electrical conductivity with current carrying capacity of a billion amperes per
square centimeter. They are excellent field emitters at low operating voltages. Moreover, CNTs emit light
coherently and this provides for an entire new area of holographic applications. The elastic modulus of
CNTs is the highest of all materials known today [52]. These electrical properties and extremely high
mechanical strength make MWNTs the ultimate atomic force microscope probe tips. CNTs have the
potential to be used as efficient molecular assembly devices for manufacturing nanomachines one atom
at a time.

Two obvious nanotechnological applications of CNTs are nanobearings and nanosprings. Zettl and
Cumings [53] have created MWNT-based linear bearings and constant force nanosprings. CNTs may
potentially form the ultimate set of nanometer-sized building blocks, out of which nanomachines of all
kinds can be built. These nanomachines can be used in the assembly of nanomachines, which can then
be used to construct machines of all types and sizes. These machines can be competitive with, or perhaps
surpass existing devices of all kinds.

SWNTs can also be used as electromechanical actuators. Baughman et al. [54] have demonstrated that
sheets of SWNTs generate larger forces than natural muscle and larger strains than high-modulus ferro-
electrics. They have predicted that actuators using optimized SWNT sheets may provide substantially
higher work densities per cycle than any other known actuator. Kim and Lieber [55] have built SWNT
and MWNT nanotweezers. These nanoscale electromechanical devices were used to manipulate and
interrogate nanostructures. Electrically conducting CNTs were attached to electrodes on pulled glass
micropipettes. Voltages applied to the electrodes opened and closed the free ends of the CNTs. Kim and
Lieber demonstrated the capability of the nanotweezers by grabbing and manipulating submicron clusters
and nanowires. This device could be used to manipulate biological cells or even manipulate organelles
and clusters within human cells. Perhaps, more importantly, these tweezers can potentially be used to as-
semble other nanomachines.

A wide variety of nanoscale manipulators have been proposed [56] including pneumatic manipulators
that can be configured to make tentacle, snake, or multi-chambered devices. Drexler has proposed
telescoping nanomanipulators for precision molecular positioning and assembly work. His manipulator
has a cylindrical shape with a diameter of 35 nm and an extensible length of 100 nm. A number of six
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degree of freedom Stewart platforms have been proposed [56], including one that allows strut lengths
to be moved in 0.10 nm increments across a 100 nm work envelope. A number of other nanodevices
including box-spring accelerometers, displacement accelerometers, pivoted gyroscopic accelerometers,
and gimbaled nanogyroscopes have been proposed and designed [56].

Currently, much thought is being devoted to molecular assembly and self-replicating devices (self-
replicating nanorobots). Self-assembly is arguably the only way for nanotechnology to advance in an
engineering or technological sense. Assembling a billion or trillion atom device—one atom at a time—
would be a great accomplishment. It would take a huge investment in equipment, labor, and time. Freitas
[56] describes the infrastructure needed to construct a simple medical nanorobot: a 1-um spherical
respirocyte consisting of about 18 billion atoms. He estimates that a factory production line deploying
a coordinated system of 100 macroscale scanning probe microscope (SPM) assemblers, where each
assembler is capable of depositing one atom per second on a convergently-assembled workpiece, would
result in a manufacturing throughput of two nanorobots per decade. If one conjectures about enormous
increases in assembler manufacturing rates even to the extent of an output of one nanorobot per minute,
it would take two million years to build the first cubic centimeter therapeutic dosage of nanorobots.
Thus, it is clear that the future of medical nanotechnology and nanoengineering lies in the direction of
self-assembly and self-replication.
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6.1 Introduction

Modern engineering encompasses diverse multidisciplinary areas. Therefore, there is a critical need to
identify new directions in research and engineering education addressing, pursuing, and implementing
new meaningful and pioneering research initiatives and designing the engineering curriculum. By
integrating various disciplines and tools, mechatronics provides multidisciplinary leadership and sup-
ports the current gradual changes in academia and industry. There is a strong need for an advanced
research in mechatronics and a curriculum reform for undergraduate and graduate programs. Recent
research developments and drastic technological advances in electromechanical motion devices, power
electronics, solid-state devices, microelectronics, micro- and nanoelectromechanical systems (MEMS
and NEMS), materials and packaging, computers, informatics, system intelligence, microprocessors and
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Conventional

Mechatronic Nanomechatronic

Micromechatronic
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Fundamental Theories: Fundamental Theories:
Classical Mechanics Quantum Theory
Electromagnetics Nanoelectromechanics

FIGURE 6.1 Classification and fundamental theories applied in mechatronic systems.

DSPs, signal and optical processing, computer-aided-design tools, and simulation environments have
brought new challenges to the academia. As a result, many scientists are engaged in research in the area
of mechatronics, and engineering schools have revised their curricula to offer the relevant courses in
mechatronics.

Mechatronic systems are classified as:

1. conventional mechatronic systems,
2. microelectromechanical-micromechatronic systems (MEMS), and
3. nanoelectromechanical-nanomechatronic systems (NEMS).

The operational principles and basic foundations of conventional mechatronic systems and MEMS
are the same, while NEMS can be studied using different concepts and theories. In particular, the designer
applies the classical mechanics and electromagnetics to study conventional mechatronic systems and
MEMS. Quantum theory and nanoelectromechanics are applied for NEMS, see Fig. 6.1.

One weakness of the computer, electrical, and mechanical engineering curricula is the well-known
difficulties to achieving sufficient background, knowledge, depth, and breadth in integrative electrome-
chanical systems areas to solve complex multidisciplinary engineering problems. Mechatronics intro-
duces the subject matter, multidisciplinary areas, and disciplines (e.g., electrical, mechanical, and
computer engineering) from unified perspectives through the electromechanical theory fundamentals
(research) and designed sequence of mechatronic courses within an electromechanical systems (mecha-
tronic) track or program (curriculum). This course sequence can be designed based upon the program
objectives, strength, and goals. For different engineering programs (e.g., electrical, mechanical, com-
puter, aerospace, material), the number of mechatronic courses, contents, and coverage are different
because mechatronic courses complement the basic curriculum. However, the ultimate goal is the same:
educate and prepare a new generation of students and engineers to solve a wide spectrum of engineering
problems.

Mechatronics is an important part of modern confluent engineering due to integration, interaction,
interpretation, relevance, and systematization features. Efficient and effective means to assess the current
trends in modern engineering with assessments analysis and outcome prediction can be approached
through the mechatronic paradigm. The multidisciplinary mechatronic research and educational activ-
ities, combined with the variety of active student learning processes and synergetic teaching styles, will
produce a level of overall student accomplishments that is greater than the achievements which can
be produced by refining the conventional electrical, computer, and mechanical engineering curricula.
The multidisciplinary mechatronic paradigm serves very important purposes because it brings new
depth to engineering areas, advances students’ knowledge and background, provides students with the
basic problem-solving skills that are needed to cope with advanced electromechanical systems con-
trolled by microprocessors or DSPs, covers state-of-the-art hardware, and emphasizes and applies
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modern software environments. Through the mechatronic curriculum, important program objectives
and goals can be achieved. The integration of mechatronic courses into the engineering curriculum is
reported in this chapter. Our ultimate goal is to identify the role, examine the existing courses, refine
and enhance mechatronic curriculum in order to improve the structure and content of engineering
programs, recruit and motivate students, increase teaching effectiveness and improve material delivery, as
well as assess and evaluate the desired engineering program outcomes. The primary emphasis is placed
on enhancement and improvement in student knowledge, learning, critical thinking, depth, breadth,
results interpretation, integration and application of knowledge, motivation, commitment, creativity,
enthusiasm, and confidence. These can be achieved through the mechatronic curriculum development
and implementation. This chapter reports the development of a mechatronic curriculum. The role of
mechatronics in modern engineering is discussed and documented.

6.2 Nano-, Micro-, and Mini-Scale Electromechanical
Systems and Mechatronic Curriculum

Conventional, mini- and micro-scale electromechanical systems are studied from a unified perspective
because operating features, basic phenomena, and dominant effects are based upon classical electromag-
netics and mechanics (electromechanics). Electromechanical systems integrate subsystems and compo-
nents. No matter how well an individual subsystem or component (electric motor, sensor, power amplifier,
or DSP) performs, the overall performance can be degraded if the designer fails to integrate and optimize
the electromechanical system. While electric machines, sensors, power electronics, microcontrollers, and
DSPs should be emphasized, analyzed, designed, and optimized, the main focus is centered on integrated
issues. The designer sometimes fails to grasp and understand the global picture because this requires
extensive experience, background, knowledge, and capabilities to attain detailed assessment analysis with
outcome prediction and overall performance evaluation. While the component-based divide-and-solve
approach is valuable and applicable in the preliminary design phase, it is very important that the design
and analysis of integrated electromechanical systems be accomplished in the context of global optimiza-
tion with proper objectives, specifications, requirements, and bounds imposed. Novel electromechanical
and VLSI technologies, computer-aided-design software, software-hardware co-design tools, high-per-
formance software environments, and robust computational algorithms must be applied to design elec-
tromechanical systems. The main objective of the mechatronic curriculum development is to satisfy
academia—industry—government demands as well as to help students develop in-depth fundamental,
analytic, and experimental skills in analysis, design, optimization, control, and implementation of
advanced integrated electromechanical systems. It is not possible to cover the full spectrum of mecha-
tronics issues in a single course. Therefore, the mechatronic curriculum must be developed assuming
that students already have sufficient fundamentals in calculus, physics, circuits, electromechanical devices,
sensors, and controls.

The engineering curriculum usually integrates general education, science, and engineering courses.
The incorporation of multidisciplinary engineering science and engineering design courses represents
a major departure from the conventional curriculum. Usually, even electrical engineering students
have some deficiencies in advanced electromagnetics, electric machinery, power electronics, ICs, micro-
controllers, and DSPs because several of these courses are elective. Mechanical engineering students,
while advancing electrical engineering students in mechanics and thermodynamics, have limited access
to electromagnetics, electric machines, power electronics, microelectronics, and DSP courses. In addi-
tion, there are deficiencies in computer science and engineering mathematics for both electrical and
mechanical engineering students because these courses are usually required only for computer engi-
neering students. The need for engineering mathematics, electromagnetics, power electronics, and
electromechanical motion devices (electric machines, actuators, and sensors) has not diminished,
rather strengthened. In addition, radically new advanced hardware has been developed using enabling
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fabrication technologies to fabricate nano- and micro-scale sensors, actuators, ICs, and antennas. Efficient
software has emerged. To overcome the difficulties encountered, the mechatronic courses which cover
the multidisciplinary areas must be introduced to the engineering curriculum. Mechatronics has been
enthusiastically explored and supported by undergraduate and graduate, educational and research-
oriented universities, high-technology industry, and government laboratories. However, there is a need
to develop the long-term strategy in mechatronic research and education, define the role, as well as
implement, commercialize, and market the mechatronic and electromechanics programs.

6.3 Mechatronics and Modern Engineering

Many engineering problems can be formulated, attacked, and solved using the mechatronic paradigm.
Mechatronics deals with benchmarking and emerging problems in integrated electrical-mechanical—
computer engineering, science, and technologies. Many of these problems have not been attacked and
solved; and sometimes, the existing solutions cannot be treated as the optimal one. This reflects obvious
trends in fundamental, applied, and experimental research as well as curriculum changes in response to
long-standing unsolved problems, engineering and technological enterprise, and entreaties of steady
evolutionary demands.

Mechatronics is the integrated design, analysis, optimization, and virtual prototyping of intelligent
and high-performance electromechanical systems, system intelligence, learning, adaptation, decision
making, and control through the use of advanced hardware (actuators, sensors, microprocessors, DSPs,
power electronics, and ICs) and leading-edge software.

Integrated multidisciplinary features approach quickly, as documented in Fig. 6.2. The mechatronic
paradigm, which integrates electrical, mechanical, and computer engineering, takes place.

The structural complexity of mechatronic systems has increased drastically due to hardware and
software advancements, as well as stringent achievable performance requirements. Answering the
demands of rising electromechanical system complexity, performance specifications, and intelligence,
the mechatronic paradigm was introduced. In addition to the proper choice of electromechanical
system components and subsystems, there are other issues which must be addressed in view of the
constantly evolving nature of the electromechanical systems theory (e.g., analysis, design, modeling,
optimization, complexity, intelligence, decision making, diagnostics, packaging). Competitive opti-
mum-performance electromechanical systems must be designed within the advanced hardware and
software concepts.

Mechanical
Engineering

Electrical
Engineering

Computer
Engineering

FIGURE 6.2 Mechatronics integrates electrical, mechanical, and computer engineering.
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6.4 Design of Mechatronic Systems

One of the most challenging problems in mechatronic systems design is the system architecture synthesis,
system integration, optimization, as well as selection of hardware (actuators, sensors, power electronics,
ICs, microcontrollers, and DSPs) and software (environments, tools, computation algorithms to perform
control, sensing, execution, emulation, information flow, data acquisition, simulation, visualization,
virtual prototyping, and evaluation). Attempts to design state-of-the-art high-performance mechatronic
systems and to guarantee the integrated design can be pursued through analysis of complex patterns and
paradigms of evolutionary developed biological systems. Recent trends in engineering have increased the
emphasis on integrated analysis, design, and control of advanced electromechanical systems. The scope
of mechatronic systems has continued to expand, and, in addition to actuators, sensors, power electronics,
ICs, antennas, microprocessors, DSPs, as well as input/output devices, many other subsystems must be
integrated. The design process is evolutionary in nature. It starts with a given set of requirements and
specifications. High-level functional design is performed first in order to produce detailed design at the
subsystem and component level. Using the advanced subsystems and components, the initial design is
performed, and the closed-loop electromechanical system performance is tested against the requirements.
If requirements and specifications are not met, the designer revises or refines the system architecture,
and other solutions are sought. At each level of the design hierarchy, the system performance in the
behavioral domain is used to evaluate and refine the design process and solution devised. Each level of
the design hierarchy corresponds to a particular abstraction level and has the specified set of activities
and design tools that support the design at this level. For example, different criteria are used to design
actuators and ICs due to different behavior, physical properties, operational principles, and performance
criteria imposed for these components. It should be emphasized that the level of hierarchy must be defined,
e.g., there is no need to study the behavior of millions of transistors on each IC chip because mechatronic
systems integrate hundreds of ICs, and the end-to-end behavior of ICs is usually evaluated (ICs are
assumed to be optimized, and these ICs are used as ready-to-use components). The design flow is
illustrated in Fig. 6.3.

Automated synthesis can be attained to implement this design flow. The design of mechatronic
systems is a process that starts from the specification of requirements and progressively proceeds to
perform a functional design and optimization that is gradually refined through a sequence of steps.
Specifications typically include the performance requirements derived from systems functionality,
operating envelope, affordability, and other requirements. Both top-down and bottom-up approaches
should be combined to design high-performance mechatronic systems augmenting hierarchy, integ-
rity, regularity, modularity, compliance, and completeness in the synthesis process. Even though the

Desired System
Performance:
Behavioral Domain

/
. /
Achieved System [
/

Performance: i
Behavioral Domain

System Synthesis in
Structural/Architectural
Domain

FIGURE 6.3 Design flow in synthesis of mechatronic systems.
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basic foundations have been developed, some urgent areas have been downgraded, less emphasized,
and researched. The mechatronic systems synthesis reported guarantees an eventual consensus
between behavioral and structural domains, as well as ensures descriptive and integrative features in
the design. These were achieved applying the mechatronic paradigm which allows one to extend and
augment the results of classical mechanics, electromagnetics, electric machinery, power electronics,
microelectronics, informatics, and control theories, as well as to apply advanced integrated hardware
and software.

To acquire and expand the engineering core, there is the need to augment interdisciplinary areas as
well as to link and place the multidisciplinary perspectives integrating actuators—sensors—power elec-
tronics—ICs—DSPs to attain actuation, sensing, control, decision making, intelligence, signal processing,
and data acquisition. New developments are needed. The theory and engineering practice of high-
performance electromechanical systems should be considered as the unified cornerstone of the engineering
curriculum through mechatronics. The unified analysis of actuators and sensors (e.g., electromechanical
motion devices), power electronics and ICs, microprocessors and DSPs, and advanced hardware and
software, have barely been introduced into the engineering curriculum. Mechatronics, as the break-
through concept in the design and analysis of conventional-, mini-, micro- and nano-scale electro-
mechanical systems, was introduced to attack, integrate, and solve a great variety of emerging problems.

6.5 Mechatronic System Components

Mechatronics integrates electromechanical systems design, modeling, simulation, analysis, software-
hardware developments and co-design, intelligence, decision making, advanced control (including self-
adaptive, robust, and intelligent motion control), signal/image processing, and virtual prototyping.
The mechatronic paradigm utilizes the fundamentals of electrical, mechanical, and computer engi-
neering with the ultimate objective to guarantee the synergistic combination of precision engineering,
electronic control, and intelligence in the design, analysis, and optimization of electromechanical
systems. Electromechanical systems (robots, electric drives, servomechanisms, pointing systems, assem-
blers) are highly nonlinear systems, and their accurate actuation, sensing, and control are very chal-
lenging problems. Actuators and sensors must be designed and integrated with the corresponding
power electronic subsystems. The principles of matching and compliance are general design principles,
which require that the electromechanical system architectures should be synthesized integrating all
subsystems and components. The matching conditions have to be determined and guaranteed, and
actuators— sensors—power electronics compliance must be satisfied. Electromechanical systems must
be controlled, and controllers should be designed. Robust, adaptive, and intelligent control laws must
be designed, examined, verified, and implemented. The research in control of electromechanical systems
aims to find methods for devising intelligent and motion controllers, system architecture synthesis,
deriving feedback maps, and obtaining gains. To implement these controllers, microprocessors and
DSPs with ICs (input-output devices, A/D and D/A converters, optocouplers, transistor drivers) must
be used. Other problems are to design, optimize, and verify the analysis, control, execution, emulation,
and evaluation software.

It was emphasized that the design of high-performance mechatronic systems implies the subsystems
and components developments. One of the major components of mechatronic systems are electric
machines used as actuators and sensors. The following problems are usually emphasized: characterization
of electric machines, actuators, and sensors according to their applications and overall systems require-
ments by means of specific computer-aided-design software; design of high-performance electric
machines, actuators, and sensors for specific applications; integration of electric motors and actuators
with sensors, power electronics, and ICs; control and diagnostic of electric machines, actuators, and
sensors using microprocessors and DSPs.
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6.6 Systems Synthesis, Mechatronics Software,
and Simulation

Modeling, simulation, and synthesis are complementary activities performed in the design of mechatronic
systems. Simulation starts with the model developments, while synthesis starts with the specifications
imposed on the behavior and analysis of the system performance through analysis using modeling,
simulation, and experimental results. The designer mimics, studies, analyzes, and evaluates the mecha-
tronic system’s behavior using state, performance, control, events, disturbance, and other variables. The
synthesis process was described in section 6.4. Modeling, simulation, analysis, virtual prototyping, and
visualization are critical and urgently important aspects for developing and prototyping of advanced
electromechanical systems. As a flexible high-performance modeling and design environment, MATLAB
has become a standard, cost-effective tool. Competition has prompted cost and product cycle reductions.
To speed up analysis and design with assessment analysis, facilitate enormous gains in productivity and
creativity, integrate control and signal processing using advanced microprocessors and DSPs, accelerate
prototyping features, generate real-time C code and visualize the results, perform data acquisition and
data intensive analysis, the MATLAB" environment is used. In MATLAB, the following commonly used
toolboxes can be applied: SIMULINK", Real-Time Workshop™, Control System, Nonlinear Control Design,
Optimization, Robust Control, Signal Processing, Symbolic Math, System Identification, Partial Differ-
ential Equations, Neural Networks, as well as other application-specific toolboxes (see the MATLAB demo
typing deno in the Command Window). MATLAB capabilities should be demonstrated by attacking
important practical examples in order to increase students’ productivity and creativity by demonstrating
how to use the advanced software in electromechanical system applications. The MATLAB environment
offers a rich set of capabilities to efficiently solve a variety of complex analysis, modeling, simulation,
control, and optimization problems encountered in undergraduate and graduate mechatronic courses.
A wide array of mechatronic systems can be modeled, simulated, analyzed, and optimized. The electro-
mechanical systems examples, integrated within mechatronic courses, will provide the practice and
educate students with the highest degree of comprehensiveness and coverage.

6.7 Mechatronic Curriculum

The ultimate objective of the mechatronic curriculum is to educate a new generation of students and
engineers, as well as to assist industry and government in the development of high-performance electro-
mechanical systems augmenting conventional engineering curriculum with an ever-expanding electro-
mechanics core. The emphasis should be focused on advancing the overall mission of the engineering
curriculum, because through mechatronics it is possible to further define, refine, and expand the objec-
tives into three fundamental areas, which are research, education, and service. Using the mechatronic
paradigm, academia will perform world-class fundamental and applied research by

+ integrating electromagnetics, electromechanics, power electronics, ICs, and control;

+ devising advanced design, analysis, and optimization simulation and analytic tools and capabilities
through development of specialized computer-aided-design software;

developing actuation-sensing-control hardware;

devising advanced paradigms, concepts, and technologies;

+ supporting research, internship, and cooperative multidisciplinary education programs for under-
graduate and graduate students;

+ supporting, sustaining, and assisting faculty in emerging new areas.

Mechatronic curriculum design includes development of goals and objectives, programs of study and
curriculum guides, courses, laboratories, textbooks, instructional materials, manuals, experiments,
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instructional sequences, material delivery techniques, visualization and demonstration approaches, and
other supplemental materials to accomplish a wide range of educational and research goals. There is an
increase in the number of students whose good programming skills and theoretical background match
with complete inability to solve simple engineering problems. The fundamental goal of mechatronic
courses is to demonstrate the application of theoretical, applied, and experimental results in analysis,
design, and deployment of complex electromechanical systems (including NEMS and MEMS), to cover
emerging hardware and software, to introduce and deliver the rigorous theory of electromechanics, to
help students develop strong problem-solving skills, as well as to provide the needed engineering practice.
The courses in mechatronics are intended to develop a thorough understanding of integrated perspectives
in analysis, modeling, simulation, optimization, design, and implementation of complex electromechan-
ical systems. By means of practical, worked-out examples, students will be prepared and trained to use
the results in engineering practice, research, and developments. Advanced hardware and software of
engineering importance (electromechanical motion devices, actuators, sensors, solid-state devices, power
electronics, ICs, microprocessors, and DSPs) must be comprehensively covered in detail from multidis-
ciplinary integrated perspectives.

At Purdue University Indianapolis, in the Department of Electrical and Computer Engineering, the
following undergraduate courses are required in the Electrical Engineering plan of study: Linear Circuit
Analysis | and 11, Signals and Systems, Semiconductor Devices, Electric and Magnetic Fields, Microprocessor
Systems and Interfacing, and Feedback Systems Analysis and Design. The following elective undergraduate
courses assist the mechatronic area: Electromechanical Motion Devices, Computer Architecture, Digital
Signal Processing, and Multimedia Systems. In addition to this set of core Electrical and Computer
Engineering courses, there is a critical need to teach the courses in mechatronics.

The mechatronic curriculum should emphasize and augment traditional engineering topics and the
latest enabling technologies and developments to integrate and stimulate new advances in the analysis
and design of advanced state-of-the-art mechatronic systems. For example, the following courses should
be developed and offered: Mechatronic Systems, Smart Structures, Micromechatronics (Microelectrome-
chanical Systems), and Nanomechatronics (Nanoelectromechanical Systems).

The major goal is to ensure a deep understanding of the engineering underpinnings, integrate engineering—
science—technology, and develop the modern picture of electromechanical engineering by using the
bedrock fundamentals of mechatronics. It is recognized by academia, industry, and government that
the most urgent areas of modern mechatronics needing development are MEMS and NEMS. Therefore,
current developments should be concentrated to perform fundamental, applied, and experimental
research in these emerging fields.

6.8 Introductory Mechatronic Course

At Purdue University Indianapolis, in the Electrical and Computer Engineering and Mechanical Engi-
neering departments, an Electrical/Mechanical Engineering senior-level undergraduate—junior graduate
mechatronic course was developed and offered. The topics covered are given in Table 6.1.

This course is developed to bridge the engineering—science—technology gap by bonding innovative
multi-disciplinary developments, focusing on state-of-the-art hardware, and centering on high-perfor-
mance software. The developed course dramatically reduces the time students need to establish basic skills
for high-technology employability. The objective of this course is twofold: to bring recent developments
of modern electromechanics and to integrate an interactive studio-based method of instruction and
delivery. During the past decade, there has been a shift in engineering education from an instructor-
centered lectures environment to a student-centered learning environment. We have developed a mecha-
tronics studio that combines lectures, simulation exercises, and experiments in a single classroom in order
to implement new teaching and delivery methods through an active learning environment, activity-based
strategies, interactive multimedia, networked computer-based learning, multisynchronous delivery of
supporting materials, and effective demonstration. Simulation-based assignments can be used to illustrate
problems that cannot be easily studied and assessed using classical paper-and-pencil analytic solutions.
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TABLE 6.1 Mechatronic Course Contents

No. Topic Class
1 Introduction to electromechanical systems and mechatronics 1
2 Electromagnetics and mechanics in mechatronic systems: Newtonian mechanics, the Lagrange 2

equations of motion, and Kirchhoff’s laws

Energy conversion and electromechanical analogies

Dynamics of mechatronic system

The MATLAB environment in nonlinear analysis and modeling of mechatronic systems

Transducers and smart structures: actuators and sensors
Power electronics, driving circuitry, power converters and amplifiers
Motion control of electromechanical systems and smart structures
10 Microprocessors and DSPs in control and data acquisition of mechatronic systems

3
4
5
6 Permanent-magnet direct-current and synchronous servo-motors
7
8
9

11 Mechatronic systems: case-studies, modeling, analysis, control, and laboratory experiments
12 Advanced project

— RN W RN RN NN

Although simulation-based assignments provide much insight to practical problems, there is nothing that
can take the place of hands-on experiments. The mechatronics is introduced through synergy of compre-
hensive systems design, high-fidelity modeling, simulation, hardware demonstration, and case studies.

The assessment performed demonstrates that this course guarantees comprehensive, balanced cover-
age, satisfies the program objectives, and fulfills the goals. While students are familiar with some topics
of advanced engineering and science (calculus and physics), it is clear that they do not have sufficient
background in nonlinear dynamics and control, electric machinery, power electronics, solid-state devices,
ICs, microprocessors, and DSPs. Therefore, the material is presented in sufficient details, and basic theory
needed to fully understand, appreciate, and apply mechatronics is covered. In this course, most efficient
and straightforward analysis, modeling, simulation, and synthesis methods are presented and demon-
strated with ultimate objectives to address and solve the analysis, design, control, optimization, and
virtual prototyping problems. A wide range of worked-out examples and qualitative illustrations, which
are treated in-depth, bridge the gap between the theory, practical problems, and engineering practice.
Step-by-step, the mechatronic course guides students from rigorous theoretical foundation to advanced
applications and implementation. In addition to achieving a good balance between theory and applica-
tion, state-of-the-art hardware and software are emphasized and demonstrated. In this course, mecha-
tronic systems are thoroughly covered, and students can easily apply the results to attack real engineering
problems.

6.9 Books in Mechatronics

The demand for educational books in mechatronics far exceeds what was previously anticipated by
academia and industry. Excellent textbooks in electric machinery [1-8], power electronics [9-11], micro-
electronics and ICs [12], and sensors [13,14] were published. Educational examples in analysis and design
of linear electromechanical systems are available from control books [15-21]. Control Systems Theory
With Engineering Applications [18], shown in Fig. 6.4, has a number of illustrative examples in modeling,
simulation, and control of complex nonlinear electromechanical systems. In particular, analysis and
control of nonlinear transducers, permanent-magnet DC and synchronous motors, squirrel-cage induc-
tion motors, servomechanisms, and power converters are thoroughly covered.

The need for a comprehensive treatment of nonlinear electromechanical systems using the mechatronic
paradigm is evident. Excellent books in conventional electromechanical motion devices [3,4,22], and
textbooks for mechanical engineering students in mechatronics [23—27] have been used in Electrical and
Mechanical Engineering departments, respectively. However, there is a critical need for modern books
in mechatronics that are comprehensive in their coverage and global in their perspective for engineering
departments. The time has come to target new frontiers using the developed engineering enterprise,
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FIGURE 6.5 Books in electromechanical and mechatronic systems.

emerging technologies, advanced hardware, and state-of-the-art software. The book Electromechanical
Systems, Electric Machines, and Applied Mechatronics [28] was written by taking advantage of the modern
engineering curriculum, see Fig. 6.5. In this book, the fundamental theory of electromechanics, new
enabling technologies, basic engineering principles, system integration, modeling, analysis, simulation,
control, as well as a spectrum of emerging engineering problems, were comprehensively covered. For
NEMS and MEMS, the book Nano- and Micro-Electromechanical Systems: Fundamentals of Nano- and
Micro-Engineering [29] can be effectively used. A wide number of demonstrations and examples of
electromechanical systems are covered.
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6.10 Mechatronic Curriculum Developments

The current mechatronic curriculum leaves much to be desired, and the following strategy, which can
be modified and expanded, should be pursued by academia to integrate the mechatronic courses in the
undergraduate and graduate curricula:

+ commercialize and market mechatronic program;

+ expand the mechatronic horizon to conventional and mini-scale mechatronic systems, as well as
to MEMS and NEMS which are emerging areas in engineering;

+ revise the engineering curriculum. In particular, Electromagnetics, Electromechanical Motion
Devices, Power Electronics, Control, Microelectronics, and DSP courses should be offered as the
required core courses, and as prerequisites for advanced mechatronic courses;

+ emphasize mechatronics as the center of the undergraduate and graduate electromechanical engi-
neering curriculum rather than at the periphery;

+ cover moderately complex electromechanical systems and case studies in the undergraduate
mechatronic courses and relocate highly specialized topics to the graduate program;

+ develop an intellectually demanding, progressive, well-balanced mechatronic curriculum and
mechatronic courses with laboratories;

fully integrate computer-aided-design tools and advanced high-performance simulation software;

+ extend mechatronics to the undergraduate senior design projects;

+ write and publish comprehensive books, textbooks, and handbooks in mechatronics; and

+ widely and timely disseminate the results.

Manageable collaboration between engineering disciplines and departments can be achieved within

the mechatronic program. The following basic courses sequence can be applied:

+ Electromechanical Motion Devices,

» Power Electronics and Microelectronics,

+ Microprocessors and Interfacing,

Digital Signal Processing,

Electromechanical Systems,

Introduction to Mechatronics,
+ Control Systems Theory and Control of Mechatronic Systems,
+ Mechatronic Systems and Smart Structures,
* Microelectromechancial Systems,
+ Nanoelectromechanical Systems.

Due to the differences in the electrical and computer, mechanical, and aerospace engineering plans of
study and the limited number of elective engineering courses counted towards the degree, the mechatronic
courses sequence can be different. For example, for electrical engineering students, the coursework plan
of study can be designed using fundamental electrical engineering and applied mechanical engineering;
for mechanical engineering students, fundamental mechanical engineering and applied electrical engi-
neering can be emphasized. The students will have fundamentals in one core area while accomplishing
breadth and receiving applied knowledge in the other field.

6.11 Conclusions: Mechatronics Perspectives

Far-reaching fundamental and technological advances in electromechanical motion devices (actuators
and sensors), power electronics, solid-state devices, ICs, MEMS and NEMS, materials and packaging,
computers and informatics, microprocessors and DSPs, digital signal and optical processing, as well
as computer-aided-design tools and simulation software, have brought new challenges to academia,
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industry, and government. As a result, many engineering schools have revised their curricula in order to
offer the relevant interdisciplinary courses such as Electromechanical Systems and Mechatronics. The
basis of mechatronics is fundamental theory and engineering practice. The attempts to introduce mecha-
tronics have been only partially successful due to the absence of a long-term strategy. Therefore, coor-
dinated efforts are sought. Most engineering curricula provide a single elective course to introduce
mechatronics to electrical, computer, mechanical, and aerospace engineering students. Due to the lack
of time, it is impossible to comprehensively cover the material and thoroughly emphasize the cross-
disciplinary nature of mechatronics in one introductory course. As a result, this undergraduate or dual-
level course might not adequately serve the students’ professional needs and goals, and does not satisfy
growing academia, industrial, and government demands. A set of core mechatronic courses should be
integrated into the engineering curriculum, and laboratory- and project-oriented courses should be
developed to teach and demonstrate advanced hardware and software with application to complex
electromechanical systems. The relevance of fundamental theory, applied results, and experiments is very
important and must be emphasized. The great power and versatility of mechatronics, not to mention
the prime importance of the results it approaches in all areas of engineering, make it worthwhile for all
engineers to be acquainted with the basic theory and engineering practice. There is no end to the
application of mechatronics and to the further contribution to this interdisciplinary concept. We have just
skimmed the surface of mechatronics application to advanced electromechanical systems. New trends will
be researched and applied in the near future because mechatronics is an engineering—science—technology
frontier. For example, novel phenomena and operating principles in NEMS and MEMS can be devised,
studied, analyzed, and verified using nanomechatronics and nanoelectromechanics.
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7.1 Introduction

Mechatronics describes the integration of mechanical, electromagnetic, and computer elements to pro-
duce devices and systems that monitor and control machine and structural systems. Examples include
familiar consumer machines such as VCRs, automatic cameras, automobile air bags, and cruise control
devices. A distinguishing feature of modern mechatronic devices compared to earlier controlled machines
is the miniaturization of electronic information processing equipment. Increasingly computer and elec-
tronic sensors and actuators can be embedded in the structures and machines. This has led to the need
for integration of mechanical and electrical design. This is true not only for sensing and signal processing
but also for actuator design. In human size devices, more powerful magnetic materials and supercon-
ductors have led to the replacement of hydraulic and pneumatic actuators with servo motors, linear
motors, and other electromagnetic actuators. At the material scale and in microelectromechanical systems
(MEMS), electric charge force actuators, piezoelectric actuators, and ferroelectric actuators have made
great strides.

While the materials used in electromechanical design are often new, the basic dynamic principles of
Newton and Maxwell still apply. In spatially extended systems one must solve continuum problems using
the theory of elasticity and the partial differential equations of electromagnetic field theory. For many
applications, however, it is sufficient to use lumped parameter modeling based on 1) rigid body dynamics

©2002 CRC Press LLC



for inertial components, ii) Kirchhoff circuit laws for current-charge components, and iii) magnet circuit
laws for magnetic flux devices.

In this chapter we will examine the basic modeling assumptions for inertial, electric, and magnetic
circuits, which are typical of mechatronic systems, and will summarize the dynamic principles and
interactions between the mechanical motion, circuit, and magnetic state variables. We will also illustrate
these principles with a few examples as well as provide some bibliography to more advanced references
in electromechanics.

7.2 Models for Electromechanical Systems

The fundamental equations of motion for physical continua are partial differential equations (PDEs),
which describe dynamic behavior in both time and space. For example, the motions of strings, elastic
beams and plates, fluid flow around and through bodies, as well as magnetic and electric fields require
both spatial and temporal information. These equations include those of elasticity, elastodynamics, the
Navier—Stokes equations of fluid mechanics, and the Maxwell-Faraday equations of electromagnetics.
Electromagnetic field problems may be found in Jackson (1968). Coupled field problems in electric fields
and fluids may be found in Melcher (1980) and problems in magnetic fields and elastic structures may
be found in the monograph by Moon (1984). This short article will only treat solid systems.

Many practical electromechanical devices can be modeled by lumped physical elements such as mass
or inductance. The equations of motion are then integral forms of the basic PDEs and result in coupled
ordinary differential equations (ODEs). This methodology will be explored in this chapter. Where physical
problems have spatial distributions, one can often separate the problem into spatial and temporal parts
called separation of variables. The spatial description is represented by a finite number of spatial or
eigenmodes each of which has its modal amplitude. This method again results in a set of ODEs. Often
these coupled equations can be understood in the context of simple lumped mechanical masses and
electric and magnetic circuits.

7.3 Rigid Body Models

Kinematics of Rigid Bodies

Kinematics is the description of motion in terms of position vectors r, velocities v, acceleration a, rotation
rate vector @, and generalized coordinates {g,()} such as relative angular positions of one part to another
in a machine (Fig. 7.1). In a rigid body one generally specifies the position vector of one point, such as
the center of mass r, and the velocity of that point, say v.. The angular position of a rigid body is specified
by angle sets call Euler angles. For example, in vehicles there are pitch, roll, and yaw angles (see, e.g.,
Moon, 1999). The angular velocity vector of a rigid body is denoted by @. The velocity of a point in a
rigid body other than the center of mass, r, =, + p, is given by

Vp=V.+ OXp (7.1)

where the second term is a vector cross product. The angular velocity vector @is a property of the entire
rigid body. In general a rigid body, such as a satellite, has six degrees of freedom. But when machine
elements are modeled as a rigid body, kinematic constraints often limit the number of degrees of freedom.

Constraints and Generalized Coordinates

Machines are often collections of rigid body elements in which each component is constrained to have
one degree of freedom relative to each of its neighbors. For example, in a multi-link robot arm shown
in Fig. 7.2, each rigid link has a revolute degree of freedom. The degrees of freedom of each rigid link
are constrained by bearings, guides, and gearing to have one type of relative motion. Thus, it is convenient
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FIGURE 7.1 Sketch of a rigid body with position vector, velocity, and angular velocity vectors.
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FIGURE 7.2 Multiple link robot manipulator arm.
to use these generalized motions {gq;: k = 1,...,K} to describe the dynamics. It is sometimes useful to
define a vector or matrix, J(q;), called a Jacobian, that relates velocities of physical points in the machine
to the generalized velocities {qx}. If the position vector to some point in the machine is r,(q;) and is

determined by geometric constraints indicated by the functional dependence on the {g.(¢)}, then the
velocity of that point is given by

ve= Y5 =04 (7.2)

where the sum is on the number of generalized degrees of freedom K. The three-by-K matrix J is called
a Jacobian and q is a K X 1 vector of generalized coordinates. This expression can be used to calculate
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FIGURE 7.3 Example of a kinematic mechanism.

the kinetic energy of the constrained machine elements, and using Lagrange’s equations discussed below,
derive the equations of motion (see also Moon, 1999).

Kinematic versus Dynamic Problems

Some machines are constructed in a closed kinematic chain so that the motion of one link determines
the motion of the rest of the rigid bodies in the chain, as in the four-bar linkage shown in Fig. 7.3. In
these problems the designer does not have to solve differential equations of motion. Newton’s laws are
used to determine forces in the machine, but the motions are kinematic, determined through the geo-
metric constraints.

In open link problems, such as robotic devices (Fig. 7.2), the motion of one link does not determine
the dynamics of the rest. The motions of these devices are inherently dynamic. The engineer must use
both the kinematic constraints (7.2) as well as the Newton—Euler differential equation of motion or
equivalent forms such as Lagrange’s equation discussed below.

7.4 Basic Equations of Dynamics of Rigid Bodies

In this section we review the equations of motion for the mechanical plant in a mechatronics system.
This plant could be a system of rigid bodies such as in a serial robot manipulator arm (Fig. 7.2) or a
magnetically levitated vehicle (Fig. 7.4), or flexible structures in a MEMS accelerometer. The dynamics
of flexible structural systems are described by PDEs of motion. The equation for rigid bodies involves
Newton’s law for the motion of the center of mass and Euler’s extension of Newton’s laws to the angular
momentum of the rigid body. These equations can be formulated in many ways (see Moon, 1999):

Newton—Euler equation (vector method)

Lagrange’s equation (scalar-energy method)

D’Alembert’s principle (virtual work method)

Virtual power principle (Kane’s equation, or Jourdan’s principle)

LS.

Newton-Euler Equation

Consider the rigid body in Fig. 7.1 whose center of mass is measured by the vector r, in some fixed
coordinate system. The velocity and acceleration of the center of mass are given by

.= v, Ve = a, (7.3)

The “over dot” represents a total derivative with respect to time. We represent the total sum of vector
forces on the body from both mechanical and electromagnetic sources by E. Newton’s law for the motion
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FIGURE 7.4 Magnetically levitated rigid body (HSST MagLev prototype vehicle, 1998, Nagoya, Japan).
of the center of mass of a body with mass m is given by
mv. = F (7.4)

If r is a vector to some point in the rigid body, we define a local position vector pby r, = r. + p. If a
force F; acts at a point r; in a rigid body, then we define the moment of the force M about the fixed
origin by

M.

1

=r; X F, (7.5)
The total force moment is then given by the sum over all the applied forces as the body

M=>YrxF=rxF+M where M= Y p,xF (7.6)
We also define the angular momentum of the rigid body by the product of a symmetric matrix of second
moments of mass called the inertia matrix I.. The angular momentum vector about the center of mass
is defined by
o) (7.7)
Since I. is a symmetric matrix, it can be diagonalized with principal inertias (or eigenvalues) {I,} about
principal directions (eigenvectors) {e,, e,, e;}. In these coordinates, which are attached to the body, the
angular momentum about the center of mass becomes

H =1, .06 + 1,0+, 0 (7.8)

where the angular velocity vector is written in terms of principal eigenvectors {e,, e,, e;} attached to the

rigid body.
Euler’s extension of Newton’s law for a rigid body is then given by

Hc = MC (79)
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This equation says that the change in the angular momentum about the center of mass is equal to the
total moment of all the forces about the center of mass. The equation can also be applied about a fixed
point of rotation, which is not necessarily the center of mass, as in the example of the compound
pendulum given below.

Equations (7.4) and (7.9) are known as the Newton—Euler equations of motion. Without constraints,
they represent six coupled second order differential equations for the position of the center of mass and
for the angular orientation of the rigid body.

Multibody Dynamics

In a serial link robot arm, as shown in Fig. 7.2, we have a set of connected rigid bodies. Each body is
subject to both applied and constraint forces and moments. The dynamical equations of motion involve
the solution of the Newton—Euler equations for each rigid link subject to the geometric or kinematics
constraints between each of the bodies as in (7.2). The forces on each body will have applied terms F,
from actuators or external mechanical sources, and internal constraint forces F°. When friction is absent,
the work done by these constraint forces is zero. This property can be used to write equations of motion
in terms of scalar energy functions, known as Lagrange’s equations (see below).

Whatever the method used to derive the equation of motions, the dynamical equations of motion for
multibody systems in terms of generalized coordinates {g,(#)} have the form

Zmijq.j+zzuijkq.jq.k = Q; (7.10)

The first term on the left involves a generalized symmetric mass matrix m; = m;. The second term
includes Coriolis and centripetal acceleration. The right-hand side includes all the force and control
terms. This equation has a quadratic nonlinearity in the generalized velocities. These quadratic terms
usually drop out for rigid body problems with a single axis of rotation. However, the nonlinear inertia
terms generally appear in problems with simultaneous rotation about two or three axes as in multi-link
robot arms (Fig. 7.2), gyroscope problems, and slewing momentum wheels in satellites.

In modern dynamic simulation software, called multibody codes, these equations are automatically
derived and integrated once the user specifies the geometry, forces, and controls. Some of these codes
are called ADAMS, DADS, Working Model, and NEWEUL. However, the designer must use caution as
these codes are sometimes poor at modeling friction and impacts between bodies.

7.5 Simple Dynamic Models

Two simple examples of the application of the angular momentum law are now given. The first is for
rigid body rotation about a single axis and the second has two axes of rotation.

Compound Pendulum

When a body is constrained to a single rotary degree of freedom and is acted on by the force of gravity
as in Fig. 7.5, the equation of motion takes the form, where 0 is the angle from the vertical,

I9—(m,L,—m,L,)g sin@ = T(t) (7.11)

where T(¢) is the applied torque, I = mlLi + mzLi is the moment of inertia (properly called the second
moment of mass). The above equation is nonlinear in the sine function of the angle. In the case of small
motions about 8 = 0, the equation becomes a linear differential equation and one can look for solutions
of the form 6 = A coswt, when T(¢) = 0. For this case the pendulum exhibits sinusoidal motion with
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FIGURE 7.5 Sketch of a compound pendulum under gravity torques.
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FIGURE 7.6  Sketch of a magnetically levitated flywheel on high-temperature superconducting bearings.

natural frequency

1/2

0 = [g(m,L, —m,L)/I] (7.12)

For the simple pendulum #1, = 0, and we have the classic pendulum relation in which the natural
frequency depends inversely on the square root of the length:

1/2

o = (g/L,) (7.13)

Gyroscopic Motions

Spinning devices such as high speed motors in robot arms or turbines in aircraft engines or magnetically
levitated flywheels (Fig. 7.6) carry angular momentum, devoted by the vector H. Euler’s extension of
Newton’s laws says that a change in angular momentum must be accompanied by a force moment M,

M=H (7.14)
In three-dimensional problems one can often have components of angular momentum about two dif-
ferent axes. This leads to a Coriolis acceleration that produces a gyroscopic moment even when the two

angular motions are steady. Consider the spinning motor with spin ¢ about an axis with unit vector e, and
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FIGURE 7.7 Gyroscopic moment on a precessing, spinning rigid body.

let us imagine an angular motion of the e, axis, ¥ about a perpendicular axis e, called the precession axis
in gyroscope parlance. Then one can show that the angular momentum is given by

H = I,¢e, + L, ye, (7.15)

and the rate of change of angular momentum for constant spin and presession rates is given by
H = ye,xH (7.16)
There must then exist a gyroscopic moment, often produced by forces on the bearings of the axel (Fig. 7.7).

This moment is perpendicular to the plane formed by e, and e,, and is proportional to the product of
the rotation rates:

M = [,pye, X e, (7.17)

This has the same form as Eq. (7.10), when the generalized force Q is identified with the moment M, i.e.,
the moment is the product of generalized velocities when the second derivative acceleration terms are zero.

7.6 Elastic System Modeling

Elastic structures take the form of cables, beams, plates, shells, and frames. For linear problems one can
use the method of eigenmodes to represent the dynamics with a finite set of modal amplitudes for
generalized degrees of freedom. These eigenmodes are found as solutions to the PDEs of the elastic
structure (see, e.g., Yu, 1996).

The simplest elastic structure after the cable is a one-dimensional beam shown in Fig. 7.8. For small
motions we assume only transverse displacements w(x, t), where x is a spatial coordinate along the beam.
One usually assumes that the stresses on the beam cross section can be integrated to obtain stress vector
resultants of shear V, bending moment M, and axial load T. The beam can be loaded with point or concen-
trated forces, end forces or moment or distributed forces as in the case of gravity, fluid forces, or
electromagnetic forces. For a distributed transverse load f(x, t), the equation of motion is given by

4 2 2
D8—¥—TQ—V—:+pA8—¥ = flx, t) (7.18)
ox ox ad
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FIGURE 7.8 Sketch of an elastic cantilevered beam.

where D is the bending stiffness, A is the cross-sectional area of the beam, and p is the density. For a beam
with Young’s modulus Y, rectangular cross section of width b, and height h, D = Ybh’/12. For D = 0, one
has a cable or string under tension 7, and the equation takes the form of the usual wave equation. For a
beam with tension T, the natural frequencies are increased by the addition of the second term in the
equation. For T'=—P, i.e., a compressive load on the end of the beam, the curvature term leads to a decrease
of natural frequency with increase of the compressive force P. If the lowest natural frequency goes to zero
with increasing load P, the straight configuration of the beam becomes unstable or undergoes buckling. The
use of T or (=P) to stiffen or destiffen a beam structure can be used in design of sensors to create a sensor
with variable resonance. This idea has been used in a MEMS accelerometer design (see below).

Another feature of the beam structure dynamics is the fact that unlike the string or cable, the frequen-
cies of the natural modes are not commensurate due to the presence of the fourth-order derivative term
in the equation. In wave type problems this is known as wave dispersion. This means that waves of different
wavelengths travel at different speeds so that wave pulse shapes change their form as the wave moves
through the structure.

In order to solve dynamic problems in finite length beam structures, one must specify boundary
conditions at the ends. Examples of boundary conditions include

clamped end w=0, (;—2/ =0
. *w
pinned end w=0, F = 0 (zero moment) (7.19)
X
2 3
free end 0’)—2} =0, Q_v;/ = 0 (zero shear)
ox ox

Piezoelastic Beam

Piezoelastic materials exhibit a coupling between strain and electric polarization or voltage. Thus, these
materials can be used for sensors or actuators. They have been used for active vibration suppression in
elastic structures. They have also been explored for active optics space applications. Many natural mate-
rials exhibit piezoelasticity such as quartz as well as manufactured materials such as barium titanate, lead
zirconate titanate (PZT), and polyvinylidene fluoride (PVDF). Unlike forces on charges and currents (see
below), the electric effect takes place through a change in shape of the material. The modeling of these
devices can be done by modifying the equations for elastic structures.

The following work on piezo-benders is based on the work of Lee and Moon (1989) as summarized
in Miu (1993). One of the popular configurations of a piezo actuator-sensor is the piezo-bender shown
in Fig. 7.9. The elastic beam is of rectangular cross section as is the piezo element. The piezo element
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FIGURE 7.9 Elastic beam with two piezoelectric layers (Lee and Moon, 1989).

can be cemented on one or both sides of the beam either partially or totally covering the surface of the
non-piezo substructure.

In general the local electric dipole polarization depends on the six independent strain components
produced by normal and shear stresses. However, we will assume that the transverse voltage or polariza-
tion is coupled to the axial strain in the plate-shaped piezo layers. The constitutive relations between
axial stress and strain, T, S, electric field and electric displacement, E;, D; (not to be confused with the
bending stiffness D), are given by

T, = ¢,,S,—e5 Es, D, = e5,S,+ &E; (7.20)

The constants ¢, e;,, &, are the elastic stiffness modulus, piezoelectric coupling constant, and the electric
permittivity, respectively.

If the piezo layers are polled in the opposite directions, as shown in the Fig. 7.9, an applied voltage will
produce a strain extention in one layer and a strain contraction in the other layer, which has the effect of
an applied moment on the beam. The electrodes applied to the top and bottom layers of the piezo layers
can also be shaped so that there can be a gradient in the average voltage across the beam width. For this
case the equation of motion of the composite beam can be written in the form

4 2 2
D%r+pA%—;;v = —263120% (7.21)

where z, = (hg + hp)/2.

The z term is the average of piezo plate and substructure thicknesses. When the voltage is uniform,
then the right-hand term results in an applied moment at the end of the beam proportional to the
transverse voltage.

7.7 Electromagnetic Forces

One of the keys to modeling mechatronic systems is the identification of the electric and magnetic forces.
Electric forces act on charges and electric polarization (electric dipoles). Magnetic forces act on electric
currents and magnetic polarization. Electric charge and current can experience a force in a uniform
electric or magnetic field; however, electric and magnetic dipoles will only produce a force in an electric
or magnetic field gradient.

Electric and magnetic forces can also be calculated using both direct vector methods as well as from
energy principles. One of the more popular methods is Lagrange’s equation for electromechanical systems
described below.
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FIGURE 7.10  Electric forces on two charges (top). Magnetic force on a current carrying wire element (bottom).

Electromagnetic systems can be modeled as either distributed field quantities, such as electric field E
or magnetic flux density B or as lumped element electric and magnetic circuits. The force on a point
charge Q is given by the vector equation (Fig. 7.10):

F = QE (7.22)

When E is generated by a single charge, the force between charges Q, and Q, is given by

F = Qle (7.23)

4rme, r

and is directed along the line connecting the two charges. Like charges repel and opposite charges attract
one another.
The magnetic force per unit length on a current element I is given by the cross product

F=IxB (7.24)

where the magnetic force is perpendicular to the plane of the current element and the magnetic field
vector. The total force on a closed circuit in a uniform field can be shown to be zero. Net forces on closed
circuits are produced by field gradients due to other current circuits or field sources.

Forces produced by field distributions around a volume containing electric charge or current can be
calculated using the field quantities of E, B directly using the concept of magnetic and electric stresses,
which was developed by Faraday and Maxwell. These electromagnetic stresses must be integrated over
an area surrounding the charge or current distribution. For example, a solid containing a current
distribution can experience a magnetic pressure, P = B /244, on the surface element and a magnetic
tension, t, = B,z, 124y, where the magnetic field components are written in terms of values tangential and
normal to the surface. Thus, a one-tesla magnetic field outside of a solid will experience 40 N/cm® pressure
if the field is tangential to the surface.

In general there are four principal methods to calculate electric and magnetic forces:

+ direct force vectors and moments between electric charges, currents, and dipoles;

+ electric field-charge and magnetic field-current force vectors;
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FIGURE 7.11 Two elastic beams with electric charges at the ends.

+ electromagnetic tensor, integration of electric tension, magnetic pressure over the surface of a
material body; and

+ energy methods based on gradients of magnetic and electric energy.
Examples of the direct method and stress tensor method are given below. The energy method is described
in the section on Lagrange’s equations.
Example 1. Charge-Charge Forces

Suppose two elastic beams in a MEMS device have electric charges Q,, Q, coulombs each concentrated
at their tips (Fig. 7.11). The electric force between the charges is given by the vector

F = 3717;3;}{3 (newtons) (7.25)

where 1/47g, = 8.99 x 10° Nm?*/C’.
If the initial separation between the beams is d,, we seek the new separation under the electric force.
For simplicity, we let Q, = —Q, = Q, where opposite charges create an attractive force between the beam

tips. The deflection of the cantilevers is given by
FL’ _ 1
= — = = -2
31~ K (7.26)

where L is the length, Y the Young’s modulus, I the second moment of area, and k the effective spring constant.
Under the electric force, the new separation is d = d, — 26,

Q1
5= - 7.27
4mey(d, - 28)° (7.27)

For § < d, to first order we have

2 2
5= 2 /fﬂeofl‘)k (7.28)
1-(1/d)(Q'/kre,)

This problem shows the potential for electric field buckling because as the beam tips move closer together,
the attractive force between them increases. The nondimensional expression in the denominator

2
1
ndeSﬁ (7.29)
0“0

is the ratio of the negative electric stiffness to the elastic stiffness k of the beams.
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FIGURE 7.12  Force on a ferromagnetic bar near an electromagnet.

Example 2. Magnetic Force on an Electromagnet

Imagine a ferromagnetic keeper on an elastic restraint of stiffness k, as shown in Fig. 7.12. Under the
soft magnetic keeper, we place an electromagnet which produces N turns of current I around a soft
ferromagnetic core. The current is produced by a voltage in a circuit with resistance R.

The magnetic force will be calculated using the magnetic stress tensor developed by Maxwell and
Faraday (see, e.g., Moon, 1984, 1994). Outside a ferromagnetic body, the stress tensor is given by t and
the stress vector on the surface defined by normal n is given by T =t - n:

1
T=—

Ho

G[Bﬁ -B/1, BnBt) = (1,,1,) (7.30)

For high magnetic permeability as in a ferromagnetic body, the tangential component of the magnetic
field outside the surface is near zero. Thus the force is approximately normal to the surface and is found
from the integral of the magnetic tension over the surface:

g
F = ZquB,,n dA (7.31)

and B/2 U, represents a magnetic tensile stress. Thus, if the area of the pole pieces of the electromagnet
is A (neglecting fringing of the field), the force is

F = BiA/l, (7.32)

where B, is the gap field. The gap field is determined from Amperes law

NIl = R®P, & =BA (7.33)
where the reluctance is approximately given by

f}‘z\ _ 2(dy—-0)

7.34
™ (7.34)
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The balance of magnetic and elastic forces is then given by

1 . 1 (NI)Z
AT T Al (7.35)
or
2 212
L)ZMOA = k&, M = kS
4(d, - 0) 4(d, - 0)

(Note that the expression NI’ has units of force.) Again as the current is increased, the total elastic
and electric stiffness goes to zero and one has the potential for buckling.

7.8 Dynamic Principles for Electric and Magnetic Circuits

The fundamental equations of electromagnetics stem from the work of nineteenth century scientists such
as Faraday, Henry, and Maxwell. They take the form of partial differential equations in terms of the field
quantities of electric field E and magnetic flux density B, and also involve volumetric measures of charge
density g and current density J (see, e.g., Jackson, 1968). Most practical devices, however, can be modeled
with lumped electric and magnetic circuits. The standard resistor, capacitor, inductor circuit shown in
Fig. 7.13 uses electric current I (amperes), charge Q (columbs), magnetic flux ® (webers), and voltage V'
(volts) as dynamic variables. The voltage is the integral of the electric field along a path:

2
V,, = L E-dl (7.36)

The charge Q is the integral of charge density g over a volume, and electric current [ is the integral of
normal component of J across an area. The magnetic flux @ is given as another surface integral of
magnetic flux.

® = IB - dA (7.37)

¢ 1-a

+Q
T E
© ;

— AN

R

FIGURE 7.13  Electric circuit with lumped parameter capacitance, inductance, and resistance.
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When there are no mechanical elements in the system, the dynamical equations take the form of
conservation of charge and the Faraday—Henry law of flux change.

%(tg =1 (Conservation of charge) (7.38)
do
i V' (Law of flux change) (7.39)

where ¢ = NO is called the number of flux linkages, and N is an integer. In electromagnetic circuits the
analog of mechanical constitutive properties is inductance L and capacitance C. The magnetic flux in an
inductor, for example, often depends on the current I.

¢ = flD) (7.40)

For a linear inductor we have a definition of inductance L, i.e., ¢ = LI If the system has a mechanical
state variable such as displacement x, as in a magnetic solenoid actuator, then L may be a function of x.
In charge storage circuit elements, the capacitance C is defined as

Q=CV (7.41)

In MEMS devices and in microphones, the capacitance may also be a function of some generalized
mechanical displacement variable.

The voltages across the different circuit elements can be active or passive. A pure voltage source can
maintain a given voltage, but the current depends on the passive voltages across the different circuit
elements as summarized in the Kirchhoff circuit law:

d Q _
i LT+ 55+ R = V() (7.42)

Lagrange’s Equations of Motion for Electromechanical Systems

It is well known that the Newton—Euler equations of motion for mechanical systems can be derived using
an energy principle called Lagrange’s equation. In this method one identifies generalized coordinates
{q:}> not to be confused with electric charges, and writes the kinetic energy of the system T in terms of
generalized velocities and coordinates, (4, g;). Next the mechanical forces are split into so-called
conservative forces, which can be derived from a potential energy function W(g,) and the rest of the
forces, which are represented by a generalized force Q, corresponding to the work done by the kth
generalized coordinate. Lagrange’s equations for mechanical systems then take the form:

dJdT(4,,q,) AT  IW(qy)
—— — —+——= = Q; (7.43)
t 94, 9q 94

For example, in a linear spring—mass—damper system, with mass m, spring constant k, viscous damping
constant ¢, and one generalized coordinate g, = x, the equation of motion can be derived using, T =
L™, w= % kx’, Q, = —c¥, in Lagrange’s equation above. What is remarkable about this formulation
1s that it can be extended to treat both electromagnetic circuits and coupled electromechanical problems.

As an example of the application of Lagrange’s equations to a coupled electromechanical problem,
consider the one-dimensional mechanical device, shown in Fig. 7.14, with a magnetic actuator and a
capacitance actuator driven by a circuit with applied voltage V(). We can extend Lagrange’s equation to
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FIGURE 7.14 Coupled lumped parameter electromechanical system with single degree of freedom mechanical
motion x(t).

circuits by defining the charge on the capacitor, Q, as another generalized coordinate along with x, i.e.,
in Lagrange’s formulation, g, = x, g, = Q. Then we add to the kinetic energy function a magnetic energy
function W,(Q, x), and add to the potential energy an electric field energy function W,(Q, x). The
equations of both the mass and the circuit can then be derived from

dolT+W,] dT+W,] dW+W] _
dt  ddy 94, 94,

Q; (7.44)

The generalized force must also be modified to account for the energy dissipation in the resistor and the
energy input of the applied voltage V(1), i.e., Q, = —cx, Q, = —RQ + V(1). In this example the magnetic
energy is proportional to the inductance L(x), and the electric energy function is inversely proportional
to the capacitance C(x). Applying Lagrange’s equations automatically results in expressions for the
magnetic and electric forces as derivatives of the magnetic and electric energy functions, respectively, i.e.,

1

_ 2
W, = Z—C(x)Q (7.45)

1 2l
W, =35LxQ = LI,

F

_OW,(x,Q) 1 .dL(x) _OW(6Q) 1 .dT 1
T o T3l A BT T3 ﬂm} (7.46)

These remarkable formulii are very useful in that one can calculate the electromagnetic forces by just
knowing the dependence of the inductance and capacitance on the displacement x. These functions can
often be found from electrical measurements of L and C.

Example: Electric Force on a Comb-Drive MEMS Actuator

Consider the motion of an elastically constrained plate between two grounded fixed plates as in a MEMS
comb-drive actuator in Fig. 7.15. When the moveable plate has a voltage V applied, there is stored electric
field energy in the two gaps given by

2 2

) d
W.(V, x) = %eOVZA 0 (7.47)
0—X

In this expression the electric energy function is written in terms of the voltage V instead of the
charge on the plates Q as in Egs. (7.45) and (7.46). Also the initial gap is d,, and the area of the plate is A.
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FIGURE 7.15 Example of electric force on the elements of a comb-drive actuator.
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FIGURE 7.16 Decrease in natural frequency of a MEMS device with applied voltage as an example of negative
electric stiffness [From Adams (1996)].

Using the force expressions derived from Lagrange’s equations (7.44), the electric charge force on the
plate is given by

VA
Fe = %We(va X) = 80 X (748)

2 do (1-xd?y’

This expression shows that the electric stiffness is negative for small x, which means that the voltage will
decrease the natural frequency of the plate. This idea has been applied to a MEMS comb-drive actuator
by Adams (1996) in which the voltage could be used to tune the natural frequency of a MEMS acceler-
ometer, as shown in Fig. 7.16.
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7.9 Earnshaw’s Theorem and Electromechanical Stability

It is not well known that electric and magnetic forces in mechanical systems can produce static instability,
otherwise known as elastic buckling or divergence. This is a consequence of the inverse square nature of
many electric and magnetic forces. It is well known that the electric and magnetic field potential @
satisfies Laplace’s equation, V?® = 0. There is a basic theorem in potential theory about the impossi-
bility of a relative maximum or minimum value of a potential ®(r) for solutions of Laplace’s equation
except at a boundary. It was stated in a theorem by Earnshaw (1829) that it is impossible for a static set
of charges, magnetic and electric dipoles, and steady currents to be in a stable state of equilibrium without
mechanical or other feedback or dynamic forces (see, for example, Moon, 1984, 1994).

One example of Earnshaw’s theorem is the instability of a magnetic dipole (e.g., a permanent magnet)
near a ferromagnetic surface (Fig. 7.17). Levitated bearings based on ferromagnetic forces, for example,
require feedback control. Earnshaw’s theorem also implies that if there is one degree of freedom with
stable restoring forces, there must be another degree of freedom that is unstable. Thus the equilibrium
positions for a pure electric or magnetic system of charges and dipoles must be saddle points. The
implication for the force potentials is that the matrix of second derivatives is not positive definite. For
example, suppose there are three generalized position coordinates {s,} for a set of electric charges. Then
if the generalized forces are proportional to the gradient of the potential, V@, then the generalized
electric stiffness matrix K;, given by

K, - [f_ﬂ
Y 0Js;05;

will not be positive definite. This means that at least one of the eigenvalues will have negative stiffness.

Another example of electric buckling is a beam in an electric field with charge induced by an electric
field on two nearby stationary plates as in Fig. 7.15. The induced charge on the beam will be attracted
to either of the two plates, but is resisted by the elastic stiffness of the beam. As the voltage is increased, the
combined electric and elastic stiffnesses will decrease until the beam buckles to one or the other of the
two sides. Before buckling, however, the natural frequency of the charged beam will decrease (Fig. 7.16).
This property has been observed experimentally in a MEMS device. A similar magneto elastic buckling
is observed for a thin ferromagnetic elastic beam in a static magnetic field (see Moon, 1984). Both
electroelastic and magnetoelastic buckling are derived from the same principle of Earnshaw’s theorem.

There are dramatic exceptions to E